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with a computer.
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For my siblings, with love.
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EPIGRAPH

No matter where you roam

Anywhere you lay your heart’s your home

Stand your ground if they push you down

Because all you can say is, all you can say

We are here and we will be

Following our own way

No matter what you say

We are here and we’re here to stay

Lenka, Here to Stay

v



TABLE OF CONTENTS

Dissertation Approval Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Epigraph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii

Abstract of the Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xx

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Chapter 1 Shifting the Lens: Digital Education for Neuro-Inclusive Communication . 10
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Research Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Autism Employment in the IT Industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.1 Challenges that autistic employees experience at work . . . . . . . . . . . . . . . 13
1.4 Changing attitudes is important, but know-how is too! . . . . . . . . . . . . . . . . . . . . . . 15
1.5 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.5.1 Course Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5.2 Intervention Pilot Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.7 Limitations of this Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.8 Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Chapter 2 Agentic Ableism: A Case Study of How Robots Marginalize Autistic People 27
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2.1 Positionality Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.2 Main Corpus Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.3 Referenced Works Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.4 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

vi



2.3.1 Pathologizing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3.2 Essentialism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.3.3 Power Imbalance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Chapter 3 Navigating Neuro-Inclusive AI:
the Perspectives of Creators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.2.1 Humanizing AI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.2 Accessibility Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2.3 Anti-Autistic Biases in AI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.4 Robots, Chatbots, and Autism. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.5 Creator Perspectives on Ethics and Limitations . . . . . . . . . . . . . . . . . . . . . 64

3.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.1 IRB Approval and Other Ethical Concerns . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.2 Participant Recruitment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.3 Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.4 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3.5 Positionality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4.1 Desirable Traits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4.2 Undesirable Traits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4.3 Accessibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.4.4 Neurodivergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.4.5 Communication Biases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4.6 Neurotypical Bias in “Friendly” System Design . . . . . . . . . . . . . . . . . . . . . 74
3.4.7 Ethics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4.8 Barriers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.5.1 When “Uncanny” Meets Stigma: Parallels with Autistic Stereotypes . . . 77
3.5.2 Humanizing Machines, Dehumanizing Humans . . . . . . . . . . . . . . . . . . . . . 78
3.5.3 Worlds Collide: How Virtual Interactions Impact Reality . . . . . . . . . . . . . 79
3.5.4 Beyond Conference Policies: Other Recommendations for Systemic

Changes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

Chapter 4 Annotator Perspectives on Refining the Data Annotation Process . . . . . . . . . 86
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.2.1 Bias in AI Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2.2 Annotation Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2.3 Disagreement Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

vii



4.3.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.2 Ethics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.3 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.3.4 Annotation Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.5 Labels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3.6 Co-Design Session . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.3.7 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4.1 Annotation Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.4.2 Agreement Scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.4.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.5.1 What challenges do annotators face that lead to disagreements when

labeling anti-autistic language? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.5.2 What impact will this design process have on the perspectives of the

annotators and dataset creators toward this annotation task? . . . . . . . . . . . 109
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Chapter 5 Building a Foundation for Neuro-Inclusive
AI Research with AUTALIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.3 AUTALIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.3.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.3.2 Data Annotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.4.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.4.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.5 Ethics Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

Chapter 6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.1 Summary of Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.1.1 Chapter 1: Shifting the Lens: Digital Education for Neuro-Inclusive
Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.1.2 Chapter 2: Agentic Ableism: A Case Study of How Robots Marginalize
Autistic People . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.1.3 Chapter 3: Navigating Neuro-Inclusive AI: The Perspectives of Creators 136
6.1.4 Chapter 4: Annotator Perspectives on Refining the Data Annotation

Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.1.5 Chapter 5: Building a Foundation for Neuro-Inclusive AI Research with

AUTALIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.1.6 Defining Neuro-Inclusive AI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

viii



Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Appendix A Interview Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.1 Survey Instruments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

A.1.1 Survey 1: Demographic Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.1.2 Survey 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

A.2 Interviews . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
A.2.1 Interview 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
A.2.2 Interview 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

A.3 Guidelines Provided Overtime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
A.3.1 Sentence-Level Annotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

A.4 Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

Appendix B AUTALIC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
B.1 Guidelines for Responsible Use . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

B.1.1 Purpose and Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
B.1.2 Applicability and Cultural Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
B.1.3 Access and Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
B.1.4 Permitted Uses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
B.1.5 Prohibited or Restricted Uses Commercial Use: . . . . . . . . . . . . . . . . . . . . . 202
B.1.6 Ethical Considerations and Privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
B.1.7 How to Request Approval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
B.1.8 Liability and Disclaimer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

B.2 Annotator Orientation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
B.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
B.2.2 Understanding Anti-Autistic Ableism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
B.2.3 The Neurodiversity Movement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
B.2.4 Annotation Tasks and Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
B.2.5 Ethical Considerations and AI Bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
B.2.6 Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
B.2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

B.3 Search Keywords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
B.4 Glossary (Excerpt) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
B.5 Challenging Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
B.6 Self-Agreement Scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
B.7 Annotation Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

ix



LIST OF FIGURES

Figure 1.1. The introduction slide to the online course. On the left is the course outline. 17

Figure 1.2. A picture of two coworkers talking to one another in an education video
about stimming. The autistic coworker on the right is overwhelmed after
her colleague on the left calls out her hair twirling. . . . . . . . . . . . . . . . . . . . . 18

Figure 2.1. Distribution of publication years of the papers included in our main corpus. 33

Figure 2.2. There is a notable correlation between thehumanness” of robots and a
power imbalance in user interactions with autistic people in our main
corpus. More human-like robots were placed in mentor roles for diagnosis
or helping autistic people move toward ’humanness’ (Williams, 2021b).
Although autistic children prefer engaging with non-anthropomorphic
robots (Ricks and Colton, 2010), only 13.9% of HRI studies utilized them. 41

Figure 2.3. An overview of the disability models applied in our main corpus reveals
the medical model is the most commonly used model in HRI research.
Papers were categorized as ’other’ if they did not exclusively fall under the
medical or social model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Figure 2.4. The majority of papers in our main corpus focused on providing treatment
to the end-users. Support is shown in orange as the codes for this theme are
not exclusive to a particular disability model, while the codes for autism
inclusion (light blue) exclusively do not apply the medical model. . . . . . . . 42

Figure 2.5. Psychology, medicine, and computer science are the most frequently refer-
enced fields by our main corpus. Pyschology and medicine are shown in
red as they have historically applied a medical model approach by viewing
autism as a disorder (Golt and Kana, 2022). The following fields were
grouped together in the ‘Other” category as they individually comprise less
than 2% of the works referenced: Physics, Biology, Political Science, Eco-
nomics, Art, Business, Materials Science, Geography, History, Geology,
Chemistry, Philosophy, and Environmental Science. . . . . . . . . . . . . . . . . . . . 44

Figure 2.6. The majority of our referenced works corpus was published when deficit-
based theories dominated autism research. The red area represents the
papers that were published before the introduction of Critical Autism
Studies which seeks to challenge dominant misunderstandings of autism
and have a positive impact on the lives of autistic people (O’Dell et al.,
2016). This data has been annualized to allow for a fair comparison. . . . . . 44

Figure 2.7. An overview of the models applied in our referenced works corpus reveals
that the medical model of autism is the most pervasive in these works. . . . 45

x



Figure 2.8. The majority of studies collecting eye contact data from the users focused
on clinical applications such as therapy, skills training, or diagnosis. . . . . . 46

Figure 2.9. The majority of studies in our main corpus (shown in orange) did not report
their gender data. Among the papers that did report, only 12 studies had a
gender ratio that is representative of the autistic population (shown in blue)
(Maenner et al., 2023). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Figure 2.10. An overview of the ages of the participants reported in our main corpus.
The participant ages were reported in n=139 of the papers in our main
corpus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Figure 2.11. The majority of HRI studies did not include autistic people in the design
stage black, and nearly one-fifth of them did not include the perspectives
of autistic people at any stage of their study. . . . . . . . . . . . . . . . . . . . . . . . . . 53

Figure 3.1. An overview of our participants’ knowledge and acceptance of neurodiver-
gence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Figure 3.2. A list of undesirable traits discussed by our participants that may upset or
frustrate their users. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Figure 3.3. The words used by our participants to refer to undesirable traits and behav-
iors that frustrated their users. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Figure 3.4. A breakdown of the different aspects of a bot considered uncanny by our
participants. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

xi



Figure 4.1. Presenting the labeling schemes (a) used in all the rounds for score-based
labeling and the logic of our black-box algorithm (b), used in round 4 to
dynamically assign scores by asking the annotators a series of questions
about each sentence. In our co-design session, we used the same labeling
scheme as round 4 which was further simplified by annotators as shown
under Co-Design Results in (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

Figure 4.2. The collaborative re-labeling activities our annotators complete in our co-
design session include assigning labels based on a static scale (a), assigning
labels based on our scoring algorithm (b), and arranging sentences in order
(c). These activities are designed to replicate the scale-based, blackbox, and
comparison-based annotation techniques they completed independently in
round 4, before our co-design session. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Figure 4.3. Comparing our annotator agreement using different labeling schemes (a)
and annotation techniques (b). Although the granularity of the labels varies
as discussed in Section 4.3.4, these scores have been converted to a binary
classification of ableist or not ableist to allow for a fair comparison. . . . . . . 103

Figure 5.1. The example illustrates the importance of labeling sentences in context.
The target sentence alone, shown on the left, is difficult to classify as ableist
toward autistic people. Adding the surrounding sentences, as shown on
the right, provides context revealing the original poster’s reference to the
debunked vaccine-autism stereotype, which is tied to anti-autistic stigma
(Mann, 2019; Davidson, 2017). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Figure 5.2. An example of a sentence from our dataset. The search keyword is shown
in red, while the word in blue is an example of a word defined in our
glossary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

Figure 5.3. An example of a sentence from our dataset, shown in red, with a high level
of disagreement among annotators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

Figure 5.4. The mean Cohen’s Kappa scores of each LLM comparing the agreement
with human annotators and other LLMs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

Figure B.1. The self-agreement scores among annotators in a preliminary study high-
light the difficulty of this task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Figure B.2. An example of an annotation task on our platform containing the target
sentence (green) and contextual sentences (white). . . . . . . . . . . . . . . . . . . . . 211

xii



LIST OF TABLES

Table 1. Definition of Key Terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Table 1. A definition of key terms and concepts that may be used throughout this
dissertation, unless otherwise stated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Table 2.1. Selected conferences and journals and the number of papers included in our
main corpus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Table 2.2. For our manual data collection, we carried out several reading iterations to
identify and collect the information from the corpus detailed in this table.
The first, second, and third reading iterations were carried out for our main
corpus only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Table 2.3. Through a qualitative thematic analysis, we categorized the proposed use of
the robots in each study into one of five categories. . . . . . . . . . . . . . . . . . . . . . 38

Table 3.1. The demographics of the participants in our study. ND stands for ‘neurodi-
vergent’. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Table 3.2. An overview of the different desirable traits and their prevalence as imple-
mented by our participants in their bots to make them appear more human. 71

Table 5.1. The subreddits with the most sentences included in the AUTALIC dataset
and the number of sentences extracted from each. . . . . . . . . . . . . . . . . . . . . . . 120

Table 5.2. An explanation of the labels used in our classification task and the resulting
counts of each label from all 9 annotators combined. . . . . . . . . . . . . . . . . . . . 123

Table 5.3. The F1 scores of various models using person-first (PFL), identify-first
(IFL), and conceptual anti-autistic (AA) prompts with and without in-context
learning examples for each LLM. The best scores for each model are in bold. 128

Table A.1. Glossary of Terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

Table B.1. The keywords included in our Reddit search and the number of sentences
containing each term in the AUTALIC dataset. . . . . . . . . . . . . . . . . . . . . . . . . . 208

Table B.2. Glossary of specialized terms used during annotation. . . . . . . . . . . . . . . . . . . 209

xiii



PREFACE

Part 1: The Life

I have spent my whole life feeling like I am on the outside looking in. Growing up in four distinct

cultures probably contributed to it. I am sure my neurodivergence did not help.

Yet, it is that feeling of isolation that connected me with the people society often mistreats.

As a child, I watched an Iraqi mother wailing loudly at the mosque because she lost her son. That

day I learned that grief, much like a smile, is contagious. As a teenager, I survived a terror attack.

That day I developed my fear of large crowds. Then, came the heartbreak of losing the people I

loved deeply, including my grandfather, who doctors assumed was just faking his symptoms for

“attention”. Had they taken the time to listen to him, perhaps they would have found the cancer

before it consumed him.

I have tried to live my life with good intentions, though I know now that isn’t enough.

When I started my journey in computer science, I envisioned myself harnessing the power of

data to make our world a better place. Perhaps I could curtail human trafficking, for example. I

never wanted to let my own notions strip away someone else’s humanity. Never once could I

have imagined this work could contribute to the abject horrors of war, censorship, racial profiling,

or sexual assault. Now that I am aware of these possibilities, I try to be more cautious of my own

creations.

I can control the things that I create, but I cannot control what you choose to do with

them. Still, I need the foresight to cease contributing to projects that harm others. In developing

AUTALIC, and all the projects that followed, I simply wanted to fight for the recognition of our

own humanity. I hope the world receives this in good faith, for I do not consent to having my

work used to subjugate other people.

Part 2: The Prose

We are living in a world where many will wonder whether I used AI to write this. I did not, but

there may be an AI detection tool that says otherwise. I have found myself censoring my own

writing and purposely using simpler language to sound more “human”, whatever that means to
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you. The greatest irony of it all is that because writing is how I connect with the world, my prose

is strewn across the Internet and likely ended up as training data for many of the Large Language

Models (LLMs) that exist today. Yet, the burden of proof lies entirely on me to prove I did not

get ‘help’ from an agent that simply re-purposes the words of other inquisitive souls without our

knowledge or consent.

The written words that once freed us and helped us connect with other humans, are now

being used to corroborate our lack of humanity. Still, a part of me is relieved, because if the

democratization of the internet amplified the unheard, perhaps the democratization of writing

will finally help us fit in. It’s a funny feeling, being the hunter and the prey, but realizing if I

stood a thousand miles away, the difference wouldn’t matter. Regardless of intent, it would look

like self-destruction.

Where do we go from here?

I can only hope the answer is cathartic.
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Data-Driven and Participatory Approaches toward Neuro-Inclusive AI
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My work addresses the critical issue of biased data representation in AI, which mischar-

acterizes and marginalizes up to 75 million autistic people worldwide. Current AI research often

focuses on medical applications and views autism as a deficit of neurotypical social skills rather

than an aspect of human diversity, and this perspective is grounded in research questioning the

humanity of autistic people. This problem is especially pertinent as AI development increasingly

focuses on human-like agents. Thus, I explore the origins, prevalence, and impact of these biases.

My first study tests an autism-inclusive communication course for non-autistic individuals, and

finds that challenging neuronormative social conventions which place the burden entirely on autis-

tic individuals to adapt to different communication styles can lead to more equitable outcomes.
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The second study examines the extent to which autistic people are marginalized in human-robot

interaction research, revealing that 90% of such studies exclude autistic perspectives. I offer

guidance for moving beyond purely medical applications and increasing autistic individuals’

participation in research about them. Next, I interview the creators of AI systems to better

understand how their perspectives impact the technologies they create, and the barriers they face.

While some do not consider ethical concerns around accessibility and neurodiversity to be their

responsibility, those who do are often hindered by funding and organizational priorities. I follow

this with a mixed-methods study on the perspectives of annotators in classifying anti-autistic hate

speech, finding that a simplified binary annotation scheme could effectively capture important

nuances while simplifying the labeling task. Finally, I develop a novel benchmarking resource

for anti-autistic hate speech detection, and use it to evaluate four large language models (LLMs).

I find that LLMs frequently misclassify autistic community speech, potentially leading to censor-

ship if used for content moderation, and also fail to identify ableist speech due to reliance on

simplistic keyword-based methods. I also uncover a significant misalignment between human

and LLM reasoning, as humans employ a more holistic approach considering speaker identity,

impact, and context, which LLMs often overlook or misinterpret.
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Introduction

In 1949, Alan Turing created one of the most well-known benchmarks for assessing

intelligence in machines. Now known as the Turing Test, it evaluates a machine’s ability to

respond to questions in a human-like manner such that the two are virtually indistinguishable to

another human being (Turing, 2009). Nearly 8 decades later, scientists continue referring to this

benchmark in our pursuit of artificial intelligence (AI). If we define ‘intelligence’ as a machine’s

ability to mimic human communication, it is important for us to ensure our representations of

‘human’ behavior include the unique behaviors of humans who have been long been dehumanized

in our society, such as the 75 million autistic individuals around the world. Yet, computing

research continues to portray autism through a one-sided deficits-based lens by defining it as

a deficit of neurotypical social skills, rather than an exemplification of human diversity (Kapp

et al., 2013; Woods et al., 2018). Such beliefs inadvertently dehumanize autistic people because

they build upon foundational work that questioned their humanity (Baron-Cohen, 1997) and

are especially pertinent given the growing interest in creating human-like AI agents such as

robots and chatbots. This research investigates how uncritically reflecting the medical field’s

deficits-based view of autism has fostered AI models and agents that dehumanize autistic people,

and provides recommendations and resources for a more neuro-inclusive future.

In our first chapter, we explore the benefits of considering research directions beyond

the deficits-based medical model. The double empathy problem suggests that issues with

miscommunication that arise when people with different neurotypes interact with each other are

a shared burden, and not a skills deficit for autistic individuals to overcome (Morris et al., 2023;

Milton, 2012; Mitchell et al., 2021). We test the effectiveness of resolving this problem through
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an autism-inclusive communication course that provides practical guidance to non-autistic people

on navigating miscommunications. Such ‘social skills trainings’ are commonplace for autistic

people who are expected to be fully responsible for adapting to other communication styles but

rarely ever are they offered to non-autistic people. However, our findings indicate that offering

these trainings to other groups of people may encourage more equitable communication.

In the second chapter, we evaluate the extent to which autistic people are marginalized

in human-robot interaction research (HRI) as a case study in applied AI agents. We quantify

this marginalization by assessing the replication of various misrepresentations of autistic people

in HRI research today. Our findings show that 90% of HRI research excludes the perspectives

of autistic people, and that the majority of the studies tend to replicate stereotypes and power

imbalances. We provide practical guidance to researchers on pursuing research directions that go

beyond medical applications, and increasing the participation of autistic people in research about

them.

In the third chapter, we attempt to dive deeper into the perspectives held by the makers of

such systems and the challenges they face in making them more neuro-inclusive. We conduct

semi-structured interviews with 16 researchers, engineers, and designers working on human-

like AI agents, and collect demographic information from them through surveys. Through a

qualitative analysis, we find that while some creators do not view ethical concerns related to

accessibility and neurodiversity as their responsibility, the ones who do often face barriers in

funding and organization priorities that limit them from exploring these concerns in depth. We

also uncover the researchers tend to misunderstand or overlook the needs of neurodivergent

individuals.

Our next chapter covers a study with six annotators who we engage in the structured

design and testing of multiple annotation schemes to identify the challenges they face in these

annotation tasks, and their recommendations on addressing them. Through this, we provide em-

pirical evidence on the effectiveness of annotation techniques including score-based, comparison,

and blackbox labeling. Within the score-based labeling, we test multiple annotation schemes by

2



adjusting the granuarity of the labels. We expand on our findings and the annotator’s suggestions,

which conclude that a binary annotation scheme can simplify the labeling task and sufficiently

captures the nuances important to annotators for this task.

In the final chapter, we develop a novel benchmarking resource for fine-tuning or evalu-

ating models such as LLMs. This provides a practical resource for researchers to increase the

alignment of their work with community perspectives. We assess the performance of 4 popular

state-of-the-art open-source LLMs and find they frequently misclassify community speech which

may lead to censorship if used for automated content moderation, while paradoxically missing

actual instances of ableist speech due to their simplistic keyword-based classification approaches.

Our findings also reveal major misalignments in human and LLM reasoning toward this task as

humans have a more holistic approach to assess the identity of the speaker, the impact of the

speech, and other contexual information such as tone. These aspects are frequently misinter-

preted or overlooked by LLMs whose annotations appear to be more focused on identifying the

presence of certain keywords instead of the deeper meaning of the speech.

Definition of Key Terms

The definitions of important concepts discussed in this dissertation are defined below to

make the work accessible to a broader audience, including those who may be unfamiliar with

specific terminology related to autism, neurodiversity, artificial intelligence, and participatory

research methodologies.

Defining Neuro-Inclusive AI
This dissertation introduces and formally defines the term Neuro-Inclusive AI, as an

approach to the design, development, and deployment of AI systems that explicitly

de-centers neuronormative benchmarks and challenges the goal of merely mimicking

‘humanness.’

A formal definition is included within the glossary table that follows.
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Table 1. Definition of Key Terms

Term Definition and Source

Ableism A set of beliefs or practices that devalue and discriminate

against people with physical, intellectual, or psychiatric

disabilities, often resting on the assumption that disabled

people need to be ‘fixed’ in one form or another (Cherney,

2011; Neilson, 2020). [Chapters 1, 2, 4, 5]

AI Agents (Communica-

tional)

Artificial intelligence systems, such as chatbots or robots,

designed to interact and communicate with humans, often

mimicking human-like conversational patterns or behaviors

(Van Pinxteren et al., 2020a). [Chapter 3]

Annotation (Data Anno-

tation)

The process of labeling data to make it usable for AI models

for applications such as identifying anti-autistic language,

as explored in Chapters 3 and 4.

Anti-Autistic Ableism A specific form of ableism that marginalizes or misrepre-

sents autistic individuals. Such ableism may manifest in

research practices [as discussed in Chapter 2], and result in

misalignments with community perspectives [Chapters 2, 4,

and 5].

Autism A neurodevelopmental variation characterized by differ-

ences in social communication, interaction, sensory pro-

cessing, and patterns of interests and behaviors. This disser-

tation approaches autism from a neurodiversity perspective,

emphasizing it as an aspect of human diversity rather than a

deficit to be remediated (Kapp et al., 2013).

Continued on next page
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Table 1 – continued from previous page

Term Definition and Source

AUTALIC (Dataset) A novel benchmarking dataset developed in this dissertation,

comprising of Reddit posts annotated for anti-autistic ableist

language in context. It is designed to support research in fine-

tuning and evaluating models for detecting such language.

[Chapter 5]

Chatbot A communicational AI agent that simulates human conver-

sation through text or voice (Shum et al., 2018). This dis-

sertation considers the ethical design of chatbots for neuro-

inclusive interactions. [Chapter 3]

Critical Autism Studies

(CAS)

An academic field that critically examines prevailing under-

standings of autism, challenges deficit-based perspectives,

and promotes the inclusion of autistic voices and perspec-

tives in research and society (Woods et al., 2018). [Chapter

2]

Crip Technoscience A field of study that combines critical disability studies with

science and technology studies to examine how technology

shapes and is shaped by experiences of disability, often

advocating for designs that center access, interdependence,

and disability justice (Spiel et al., 2022). [Chapter 2]

Deficit-Based View (of

Autism)

A perspective that characterizes autism primarily by per-

ceived ‘deficits’ of neurotypical skills and abilities, often

contrasting with a difference-based or neurodiversity view

(Kapp et al., 2013).

Continued on next page
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Table 1 – continued from previous page

Term Definition and Source

Double Empathy Prob-

lem

The theory suggesting that communication difficulties be-

tween autistic and non-autistic (allistic) individuals are not

solely due to autistic ‘deficits,’ but are a mutual issue arising

from differing neurotypes and experiences, where both par-

ties may struggle to understand the other’s perspective and

communication style (Milton, 2012). [Chapters 1, 2, and 3]

Essentialism (in Autism) The idea that individuals with autism share a fixed set of

inherent, innate, and unchanging characteristics. [Chapter

2]

Human-Robot Interac-

tion (HRI)

A field of study focused on the understanding, design, and

evaluation of robotic systems for use by or with humans

(Sheridan, 2016). [Chapter 2]

Humanizing AI Applying human-like characteristics, behaviors, or intelli-

gence to computing systems (Turing, 2009; Weizenbaum,

1966). This dissertation questions the ethical implications

of how "humanness" is defined and implemented in AI, and

its broader implications on autism inclusion. [Chapter 3]

Identity-First Language

(IFL)

Language that puts the identity characteristic first (e.g.,

"autistic person") (Taboas et al., 2023). This dissertation

adopts IFL, in alignment with the preferences of the major-

ity of autistic adults in the United States, where the author

is currently based (Taboas et al., 2023). [Chapter 4]

Continued on next page
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Table 1 – continued from previous page

Term Definition and Source

Intersectionality A theoretical framework for understanding how various

social and political identities (e.g., race, gender, class, dis-

ability, neurotype) combine to create unique modes of dis-

crimination and privilege (Cho et al., 2013). [Chapters 2,

3]

Large Language Models

(LLMs)

AI models trained on vast amounts of text data, designed to

generate human-like responses (Rajaraman, 2023). [Chapter

5]

Medical Model (of Dis-

ability/Autism)

A model that views disability (including autism) as an indi-

vidual medical problem or deficit residing within the person,

often emphasizing diagnosis, treatment, and cure, rather

than addressing societal barriers in access or embracing

diversity (Kapp et al., 2013).

Neurodiversity The concept that neurological differences, including autism,

ADHD, dyslexia, and others, are valid forms of human di-

versity (Walker, 2014). It is a social justice movement that

advocates for the rights, inclusion, and respect of neurodiver-

gent individuals, challenging the view that such differences

are inherently pathological. This is a foundational concept

for the entire dissertation.

Continued on next page
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Table 1 – continued from previous page

Term Definition and Source

Neuro-Inclusive AI An approach to the design, development, and deployment of

AI systems that explicitly de-centers neuronormative bench-

marks and challenges the goal of merely mimicking ‘human-

ness.’ Instead, it prioritizes understanding, accommodating,

and empowering diverse neurotypes, such as autism.

Neuronormativity / Neu-

ronormative

The societal assumption and privileging of neurotypical

ways of thinking, behaving, and communicating as the ‘nor-

mal’ or ‘correct’ standard, often leading to the marginal-

ization or pathologization of neurodivergent individuals

(Walker, 2014).

Participatory Ap-

proaches / Participatory

Design

Research and design methodologies that actively involve

end-users and other stakeholders, particularly those from

marginalized communities, as partners in the design and de-

velopment process, aiming for more equitable and relevant

outcomes (Sanders, 2002). [Chapter 2]

Pathologizing The act of framing natural human variations, differences,

or behaviors as medically or psychologically abnormal, dis-

eased, or disordered. [Chapter 2]

Power Imbalance Unequal distribution of power, influence, or control between

individuals or groups, such as in research or design contexts

where researchers or designers may hold more authority

than participants or end-users. [Chapter 2]

Continued on next page
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Table 1 – continued from previous page

Term Definition and Source

Robot An embodied agent capable of sensing its environment, pro-

cessing information, and performing actions, often through

the applications of AI (Franklin, 1997). [Chapters 2, 3]

Social Model (of Disabil-

ity)

A model that views disability as a social construct, where

individuals are ’disabled’ by societal barriers (e.g., inacces-

sible environments, discriminatory attitudes, exclusionary

policies) rather than by their own abilities (Kapp, 2019).

[Chapters 1, 2]

Table 1. A definition of key terms and concepts that may be used throughout this dissertation,
unless otherwise stated.
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Chapter 1

Shifting the Lens: Digital Education for
Neuro-Inclusive Communication

1.1 Introduction

The U.S. economy continues to compete for talented IT professionals. According to the

Bureau of Labor Statistics, the number of IT jobs will grow 11% between 2019 and 2029, faster

than the average for all other occupations (U.S. Bureau of Labor Statistics, 2020). It is expected

that in 2030 there will be a global shortage of 85 million tech workers (da Costa, 2019). IT

companies struggle to meet their talent needs. Increasingly, more firms such as SAP, IBM, and

Microsoft, inspired by the initial success of the Danish IT consulting firm Specialisterne, are

taking notice of the untapped technology talents and skills of individuals with autism to address

the industry’s significant unmet demand for employees (Annabi and Locke, 2019). Scholars

from various fields recognize the proclivity of individuals on the autism spectrum to pursue

technology-oriented employment (Mazurek et al., 2012; Wei et al., 2013). Industry champions

of such programs point to the opportunity for such programs to have a greater social impact

(Shattuck et al., 2012; Hedley and Uljarević, 2018). Autism employment programs provide

meaningful employment opportunities for the growing number of IT-oriented individuals with

autism who have been severely unemployed or underemployed. It is difficult to estimate the

unemployment rate of adults on the spectrum due to limited research and limited disclosure

(Austin and Pisano, 2017). Some estimate that the unemployment rate among individuals with
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autism (including those with severe intellectual disabilities) is 80% (Austin and Pisano, 2017).

Roux et al. (2017) suggest that only 14% of adults with autism in the US work for pay.

Autism at Work initiatives offer potential business benefits, including meeting the rising

demand for IT workers, as well as capitalizing on the unique cognitive style and talents of

employees with autism, namely, systems thinking, attention to detail, high level of focus, comfort

with doing repetitive behavior, and ability to visualize problems (Austin and Pisano, 2017;

Baldwin et al., 2014; Morris et al., 2015; Annabi and Locke, 2019). Despite their potential,

early studies of autism employment in IT reveal that technology workers with autism experience

challenges and isolation in the workplace (Hedley and Uljarević, 2018). These experiences often

are attributed to:

1) limited understanding of the talents of IT workers with autism (Annabi et al., 2017; Austin

and Pisano, 2017);

2) suboptimal environmental and task design accommodations (Rebholz et al., 2012); and

3) the social and behavioral disconnect between autistic employees and their neurotypical

managers and co-workers with whom they directly work (Austin and Pisano, 2017; Morris

et al., 2015; Rebholz et al., 2012).

This raises questions about the readiness of the IT workplace to welcome and effectively engage

individuals with autism in tasks as well as social processes at work.

1.2 Research Gap

The emphasis of autism employment research has largely been on preparing the autistic

employee for the workplace and the development of vocational training (e.g., Burke et al., 2010a;

Seaman and Cannella-Malone, 2016) and supported employment (Schall et al., 2015). There is

limited research that addresses challenges and successes in the organizational setting to better

support autistic employees in the workforce (Wei et al., 2015; Roux et al., 2015), particularly
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in the IT industry, where many individuals on the autism spectrum work (Hedley et al., 2017;

Annabi and Locke, 2019). Most of the research and practice place the onus of change on the

autistic person, rather than challenging the normative ideas about how professionals should be

and behave. Therefore, our work, consistent with Annabi and Locke (2019), focuses on building

the capacity of organizations and teams to work effectively in diverse teams of neurotypical and

autistic employees. In this study, we focus our attention on social and behavioral disconnect

between employees on the autism spectrum and their neurotypical managers and co-workers

with whom they work (Austin and Pisano, 2017; Morris et al., 2015; Rebholz et al., 2012). This

research focuses on interpersonal communication, a key barrier identified in the literature below.

To this end, we address the following research question:

How can we help neurotypical workers interact more effectively with their autistic
colleagues?

In the remainder of this paper, we review the relevant literature to explain the nature of autism

employment in IT and reveal the key challenges that autistic employees face at work. Our

literature review will transition to the design and assessment of our communication intervention,

whose goal is to raise awareness of and knowledge of how to effectively communicate between

neurotypical and autistic employees. The paper will report on the design of our communication

intervention and the results of a formative pilot study to evaluate the design of the intervention

and assess its effectiveness.

1.3 Autism Employment in the IT Industry

Employing individuals on the autism spectrum in the technology industry is not new. In

fact, many in the popular press (e.g., Silberman, 2015) and those doing empirical research (e.g.,

Rebholz et al., 2012; Morris et al., 2015) note that the IT workforce employs a significant number

of individuals on the spectrum. However, autism-specific employment programs in prominent IT

firms or in IT departments of prominent firms is a relatively new and a growing phenomenon in

the US worthy of attention (Austin and Pisano, 2017; Annabi and Locke, 2019). Firms such as
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SAP, Microsoft, IBM, Google, JPMorgan Chase, EY, Dell, SAS, WB, and others have developed

autism-specific initiatives to recruit and interview autistic job candidates in order to meet the

high demand for IT talent. Autism employment programs deploy various methods and practices

to include individuals on the spectrum in the workplace. These include nontraditional interview

processes that focus on:

1) relaxed and casual interactions with candidates over a period of days; and

2) hands-on skills assessments.

Programs also include training and support for co-workers and managers to help them understand

and appreciate the talents of their colleagues on the spectrum. In addition, some programs offer

customizable career management and development processes (Austin and Pisano, 2017). These

programs are growing in size and impact. At Microsoft, over 130 autistic employees have been

hired in software development and data analytics roles in the last five years, and over 3000

employees have gone through autism coworker training. SAP has hired more than 200 people

in 16 countries, with a goal to reach 1% representation of their employees to reflect the portion

of autistic people in the broader population. JPMorgan Chase has hired 225 in 90 countries in

40 different roles. The potential of these programs is great but can only be achieved if autistic

people are included equitably and have a sense of belonging in the workplace. There has been

little specific research that assesses the effectiveness of the autism hiring programs mentioned

above. Early research on autism employment across various industries suggests that autistic

people face considerable barriers and challenges once they are hired.

1.3.1 Challenges that autistic employees experience at work

Societal notions of desirable employees and organizational processes are designed to

value and emphasize social skills such as communication, emotional intelligence, and teamwork

(Austin and Pisano, 2017; Annabi et al., 2017). Individuals with autism may have marked social

communication differences and restricted interests that affect their interpersonal interactions
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and ability to relate to neurotypical managers and coworkers. These normative notions result

in autistic individuals being deemed unqualified or undesirable for jobs and collaborations that

they are intellectually capable of doing well (Oliver, 2013; Austin and Pisano, 2017). Research

suggests that autistic individuals are viewed with stigma and disclosing an autism diagnosis in the

workplace can have detrimental consequences (Johnson and Joshi, 2016). In a study of vocational

experiences among autistic individuals, some reported tolerating the experience of being socially

“different” while others reported “a certain sort of stigmatization” (Müller et al., 2003). Therefore,

it is no surprise that individuals on the autism spectrum often feel isolated from and have few

informal meaningful interactions and relationships with their colleagues (Morris et al., 2015;

Austin and Pisano, 2017). Those that report being “scorned” by co-workers say that their social

impairments often led to isolation and alienation in the workplace (Müller et al., 2003). This is

due, in part, to a significant disconnect in interpersonal communication between neurotypicals

and those on the spectrum (Scott et al., 2015). Furthermore, autistic employees sometimes require

environmental accommodations to manage stimulus in their physical surroundings or limited

travel, which may attract negative attention from colleagues who view these accommodations as

unfair, due to their limited knowledge of autism (Austin and Pisano, 2017).

In their review of autism employment in IT, Austin and Pisano (2017) determined that

managers and leaders play an important role in including individuals on the spectrum on their

teams and setting the right tone. Unfortunately, transformational leadership styles emphasized

in industry, which utilize abstract forms of communication such as metaphors, may lead to

challenges for autistic employees because they induce more stress and anxiety (Parr et al., 2013).

Managers and leaders often fail to communicate in ways that many autistic people prefer. For

example, individuals on the spectrum may prefer explicit communication and the use of literal

language (Tager-Flusberg, 1997). The use of idioms, metaphors, and sarcasm may be confusing

and lost in translation for many (Happé, 1995). Further, individuals on the spectrum also may

prefer logic-based problem solving (Grandin, 1995), sameness and routinized behavior (American

Psychiatric Association, 2013), and structured environments (Mesibov and Shea, 2010). The
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dynamic, ambiguous, fast-paced, and often critical events (e.g., new releases, malfunctions)

characteristic of IT work can present challenges to individuals on the spectrum (Morris et al.,

2015). These events, if not properly managed, can increase stress and anxiety for individuals on

the spectrum and prevent them from completing their work effectively and efficiently (Austin and

Pisano, 2017). Similarly, the reliance of IT firms on computer-mediated work communication,

which has increased significantly during the COVID-19 pandemic, exacerbates stressors that

affect autistic workers, such as sensory sensitivities, cognitive overload, and anxiety, requiring

them to apply sensory, cognitive, and social coping strategies which may reduce trust in and

increase their social isolation from neurotypical coworkers (Burke et al., 2010b; Zolyomi et al.,

2019a).

This review of challenges that autistic employees face emphasizes the importance of

challenging normative expectations of social behavior and developing effective communication

practices in diverse teams. Essential to doing so is not only understanding and changing the

knowledge and attitudes neurotypical coworkers and managers have of autism, but also building

capacity and know-how of effective communication practices (Annabi and Locke, 2019; Hedley

and Uljarević, 2018).

1.4 Changing attitudes is important, but know-how is too!

The limited knowledge and negative attitudes neurotypical individuals often hold of

autism are the cause of many of the barriers in the workplace discussed above (Maroto and

Pettinicchio, 2015). The general public, including neurotypical IT workers, often have limited

knowledge of the talents and needs of individuals on the autism spectrum. The misconceptions

are based in normative social expectation about the talents and needs of individuals on the

spectrum and create difficulties in interactions and employer decisions to hire, promote, or retain

employees with autism (Gould et al., 2015; Austin and Pisano, 2017). These attitudes influence

organizational culture and policies and either facilitate or prohibit the inclusion of individuals
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with autism in the workplace (Gould et al., 2015). Attitudes refer to the perceived advantages

and disadvantages of performing a behavior (the degree to which a person has a favorable or

unfavorable evaluation of a specific behavior; in our case, communication differences of individ-

uals on the autism spectrum). Studies have documented the relevance of attitudes in accounting

for intentions (Hagger et al., 2002; Armitage and Conner, 2001) and demonstrated that intentions

account for a considerable amount of the variation in specific behaviors (Armitage and Conner,

2001). Attitudes present a malleable determinant of behavior that can be targeted to promote

better inclusion of individuals with autism in the workplace. Thus, a lot of training relevant to

autism focuses on understanding autism in order to change people’s attitudes (Morrison et al.,

2019). Progress with autism acceptance training shows that increasing autism knowledge can

help reduce explicit bias and stigma towards autistic individuals (though with less success in

reducing implicit bias) (Morrison et al., 2019; Bast et al., 2020; Dickter et al., 2020; Jones et al.,

2021).

Changing people’s attitudes is not sufficient, however. Our early discussions with many

neurotypical workers in IT revealed that their biggest challenges lay in know-how. They often

want to be more effective, but they find it difficult to communicate effectively. Unfortunately,

most training stops short of presenting strategies for effective communication, i.e., the know-

how. To encourage neurotypical IT workers’ behaviors to be more welcoming and inclusive in

their interactions with coworkers on the spectrum, we need to not only understand and change

neurotypicals’ understanding of and attitudes towards autism, but we must also improve their

readiness to use effective communication strategies (their know-how). To this end, we developed

an educational module addressing effective communication. The next sections describe the

design of our module and a formative study to assess its design and effectiveness.
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1.5 Method

We designed an online course that we built to teach neurotypical employees communica-

tion skills to work more effectively with their autistic coworkers. The online version was adapted

from an in-person course we developed in a series of workshops held with IT workers at large

USA-based technology firm. The course’s goals are to teach learners three lessons:

1) understand the fundamentals of communication,

2) understand and appreciate the diversity of communication styles and preferences of autistic

(and non-autistic) people, and

3) develop effective ways to communicate with autistic coworkers.

Figure 1.1. The introduction slide to the online course. On the left is the course outline.

The 15-minute course, divided into 4 units, employs video skits, quizzes, audio narrations,

and charts to explain core concepts. The title screen of the course is shown in Figure 1.1. The

video skits and quizzes are designed to reinforce the concepts discussed in the section, promote

empathy and understanding between neurotypical and autistic people, and introduce concrete

skills that can be used to improve communication. Each video portrays a scenario in which a
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communication issue occurs between an autistic person and their neurotypical colleague. We

quiz the learner to identify the error, and then show them a follow-up video demonstrating how

the issue can be resolved using the communication skills taught in the course. A screenshot from

one of the course’s video skits is shown in Figure 1.2.

Figure 1.2. A picture of two coworkers talking to one another in an education video about
stimming. The autistic coworker on the right is overwhelmed after her colleague on the left calls
out her hair twirling.

1.5.1 Course Outline

Our communication skills course is divided into four modules: communication funda-

mentals, differences between communication styles of autistic and neurotypical people, commu-

nication stressors, and understanding communication preferences.

Communication Fundamentals.

The first module briefly explains the fundamentals of communication. Our goal is to

help learners understand their own communication preferences. It defines communication and

explains both the transmission and feedback phases in the communication process. We then

define noise and explain how it can introduce misunderstandings in communication. The unit

concludes with a communication skills self-assessment, encouraging the learner to reflect on

18



their own behavior.

Differences between communication styles of autistic and neurotypical people.

The second module defines autism as a neurological condition impacting the way a person

experiences the world. It illustrates the differences between the communication preferences of

neurotypical and autistic people through 20 examples of typical reactions to common behaviors.

A brief video skit demonstrates restricted interests as a communication preference that can be

common among autistic people. In the skit, a neurotypical worker unsuccessfully tries to talk

about work, while their autistic colleague, missing their coworker’s subtle hints to change the

topic, talks about bees and honey. The skit is followed by a quiz asking the learner to identify

the cause of the miscommunication. A follow-up video skit demonstrates how more direct and

straightforward communication can help them avoid these issues and get their work done. A final

quiz in the unit explores the different preferences in small talk between autistic and neurotypical

people.

Communication stressors.

The third module focuses on communication stressors faced by autistic people: sensory

sensitivity, cognitive overload, and anxiety. Examples of stressors include managing multiple

tasks in conversations, listening to too many people talking at the same time, and feeling the

need to adhere to neurotypical social norms. A video skit in this unit features an autistic worker

who feels extreme anxiety and loss of focus when they are called out for twirling their hair, a

kind of “stimming” (or self-stimulating) behavior that autistic people tend to exhibit. The skit

is followed by a quiz that asks the learner to identify the communication stressors they saw. A

follow-up video skit then teaches the learner how to minimize these stressors in future meetings.

A final quiz asks learners to match communication stressors with actions that can be taken to

minimize their impact on autistic coworkers.
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Understanding communication preferences.

The final module of the course contains a three-part, 12 question self-assessment quiz.

The questions ask learners to reflect on their own communication preferences and compare

them to preferences commonly preferred by autistic people. The first part focuses on cognitive

load in face-to-face interactions, offering examples about eye contact and displaying emotion

to conversational partners. The second part concerns conversational dynamics, asking learners

to assess their comfort with talking to more than one person at a time, or with multitasking

during conversations. The third part focuses on the content of conversation, including questions

on reviewing the meeting agenda in advance and talking about “uninteresting” conversation

topics. The module concludes with an actionable list of steps to help learners negotiate their

communication preferences with their coworkers, helping them to minimize miscommunication.

The course concludes with four takeaways:

• Communication is effective only when a common understanding is reached. Noise hampers

the communication process.

• Autistic people have a wide range of abilities, characteristics, and communication prefer-

ences that may differ from and are very noticeable to neurotypical people. However, we

stress that these differences should not be considered deficits.

• Three types of communication stressors faced by autistic people are sensory sensitivities,

cognitive overload, and anxiety. These stressors may be minimized by setting clear

expectations and discussing one’s communication preferences in advance of important

conversations.

• To be effective communicators, we must seek to understand and adjust to others’ styles

and preferences.

Resources are provided at the end of presentation in the form of books, web pages, and academic

articles that can be read to gain a deeper understanding of the material covered in the course.
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1.5.2 Intervention Pilot Assessment

To assess the effectiveness of our course, we conducted a pilot study with 19 information

workers at a large, USA-based technology firm. These were recruited via personal email

invitations from members of an autism inclusion working group at the firm. We asked participants

to take a pre-survey to assess their familiarity with autism, their understanding of their own

communication preferences, and their knowledge of how to negotiate communication preferences

with colleagues. Participants then took the online course. Afterwards, a post-survey measured

the change in autism knowledge, their attitudes towards autistic individuals, and their ability

to synthesize appropriate strategies in response to novel hypothetical communication scenarios

with autistic coworkers. The experimental methodology was approved by our IRB.

The pre-survey contained 13 questions: 5 assessing one’s own communication preferences

and comfort, 3 assessing prior experience with autism or disability, 2 measuring communication-

related autism knowledge, and 3 evaluating how well they knew how to react to novel scenarios

involving conversations with autistic colleagues. The post-survey contained 12 questions: 3

repeated from the pre-survey to assess understanding one’s own communication preferences

and knowledge of autism, 5 evaluating recall of course content, 1 assessing change in attitude

towards autistic coworkers, and 3 evaluating their reaction to novel scenarios. Knowledge and

reaction questions were intended to reveal whether our participants retained the information

presented in the course (in the short term) and were able to apply this knowledge in real-world

scenarios. The attitude question helped us learn whether our course helped reduce explicit bias

that our participants may have held against autistic people.

1.6 Results

Of the 19 participants, most (68%) personally knew an autistic person, but only 1 had

received any disability training (not specific to autism) prior to the course. 12 (63%) reported they

had experience negotiating their communication preferences with colleagues prior to the course.
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All participants reported being somewhat or extremely comfortable with written, professional

communication, however 2 (11%) said they were somewhat or extremely uncomfortable with

oral, professional communication, whether in-person or virtual.

Evaluating the participants’ knowledge gain of communication fundamentals, we found

that 18 out of 19 participants understood that communication is only effective when a common

understanding has been reached. All the participants understood that effective communication

requires understanding and adjusting to another’s communication style. 6 participants improved

their understanding of their own communication styles, but 2 participants realized that they now

did not know as much as they had thought.

Before taking the course, participants started out with a reasonably good knowledge of

autism. Out of the 18 respondents, 3 said reported that they knew a lot about autism, while 6

knew a moderate amount, and 8 only knew a little. 7 out of 18 participants reported that the

course increased their knowledge of autism by one rating on a 5-point Likert scale.

18 out of 19 participants said that they understood the bottom-up, detail-oriented style that

autistic individuals tend to prefer. After the course, one participant improved their understanding

of this style, but another participant’s understanding decreased. 5 out of 18 participants improved

their attitudes towards accepting the tendency of autistic people to offer unsolicited advice or

correct their facts, however one participant’s attitude worsened.

While 18 participants understood that explicit communication is an effective way to

change the topic of conversation with an autistic colleague, 3 thought that subtle, indirect means

could work as well. After taking the course, 1 of the 3 recognized that indirect approaches would

be unlikely to be effective.

18 out of 19 participants could identify the kinds of stressors autistic people face during

video conference calls. After the course, all the participants correctly recalled these stressors.

Before the course, 12 of 18 participants could identify four appropriate ways to minimize stress

in communication. 5 could identify three appropriate ways and 1 could only identify two. After

the course, 17 out of 18 could identify four ways to minimize stress, while 1 participant who
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had identified three ways now believed there were only two. Finally, while all participants could

identify various techniques to minimize sensory sensitivities experienced by autistic coworkers

during video conference calls, only 11 out of 19 participants could correctly recognize the

stressors that could be felt by an autistic coworker in a novel, hypothetical communication

situation.

Overall, we were impressed that many of the learners did as well as they did on the

pre-survey assessment. We checked to see if this knowledge on the pre-survey or post-survey

correlated with any prior relationships with autistic people or disability training they reported on

the pre-survey. However as this was a formative assessment with just 19 participants, we did not

find any statistically significant correlations with knowledge change, attitude change, or ability

to use the information in novel situations.

Beyond the quantitative assessment, we asked participants to offer qualitative feedback

to help us improve the course. One said, “This was a useful training on working with autistic

colleagues.” The course helped another recognize the limits of their own previous understanding

of communication preferences. “It made me realize I needed to learn more, including about

myself.” Others described pedagogical aspects of the course that they felt were particularly

effective. “Overall, the course was incredibly informative and insightful... The examples are

great! e.g., when going through the types of stressors.” The participant continued, referencing

the directness and effectiveness of the video skits, “The videos are also helpful – both seeing

examples of ‘what not to do’ followed by ‘what to do’ to communicate more effectively.”

Another reinforced the value targeting how-to knowledge, “I would like more video examples of

interactions and also around negotiating communication styles I think would be helpful (e.g., are

there mistakes neurotypicals might make even in up-front negotiation or less vs. more effective

ways to come to the best solution for all parties?).” A third said, “I learn better when I see

examples played out.” Two participants said they felt the course was effective enough to want to

see it rolled out more broadly.
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1.7 Limitations of this Assessment

Our study was designed for the working conditions of an active IT firm. As such, the

course and formative assessment were designed to take a short amount of our IT workers’

schedules. Study designs used in some prior research offer control lessons, but ours could not in

order to minimize the time requirements. In addition, much prior work employed standardized

instruments to measure autism knowledge and explicit and implicit bias. In our work, we

have a different evaluation goal in mind, aiming more at evaluating knowledge gain and the

ability to apply knowledge in novel situations that are specific the lessons offered in the course.

Standardized instruments can be less appealing to professional audiences who have less time

available for training. In previous studies, trainings required about twice the amount of time (1

hour) than we had available (30 minutes) (Morrison et al., 2019; Jones et al., 2021).

Our study had a small sample size of only 19 participants. This fits in with our goal of

formatively assessing our efforts. The participants were recruited through snowball sampling

from members of an autism inclusion working group and self-selected into the study. This

could explain their better-than-expected performance on the pre-survey, demonstrating a greater

sense of engagement than the average IT worker. Future studies in this line will incorporate

more random sampling methods to engage with a wider, more diverse employee population.

We believe that the results are encouraging enough to continue designing several additional

autism-related courses on intra-team social dynamics and expectation management.

1.8 Implications

The formative pilot study to assess the communication intervention revealed interesting

findings about the knowledge participants acquired, their preferences for how knowledge is

presented, and the applicability of that knowledge to their communication with autistic and

neurotypical coworkers alike. Furthermore, the study raised interesting questions about the

preconceived notions of communication abilities participants measured in the pretest.
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Participants suggest that the communication course helped think about their communica-

tion style and effectiveness more broadly. Some stated that they found the reflective exercises

were valuable not just for learning about the communication preferences of autistic people but

learning about their own communication preferences and behavior. It became clearer to them

that effective communications strategies have broader applicability. This is a common theme

reinforced in the literature that training focused on collaboration or management of differences

relevant to autism has a spillover effect to both neurotypical and autistic employees (Krzeminska

et al., 2019).

Furthermore, our results and qualitative data suggest the universal applicability at work

and home of the interpersonal communication knowledge in the course. Our participants revealed

the pervasiveness of neurodiversity in their life where this can be applied. Our findings suggest

that even participants who had prior knowledge of autism and relationship with a person on the

spectrum and had prior communication knowledge can still benefit from the course. “This is

great thank you. I have a [child] who we diagnosed at [a young age] and I still am learning about

him and how he thinks and this gave me some insights.”

Last, the results revealed that some participants understood communication stressors

(per their post-survey and perceptions in qualitative comments), but when assessed in a novel

situation through scenarios, were unable to reach the preferred communication strategy. One

might conclude that participants may have inaccurate assumptions of effective communication

and overestimate their ability to address situations appropriately. This reinforces that the nuances

complexity of communication between autistic employees and their coworkers and motivates the

need for deeper learning. First, the nuances of communication preferences, how they surface

in video scenarios, and how they may be interpreted is complex. This requires more focus on

developing frameworks or strategies to better guide the student to determine these nuances and

define appropriate signals. Second, it suggests the need for more practice in the course through

more scenarios and perhaps a collaboration component through an asynchronous discussion

mode to fully discern patterns of behaviors and provide more opportunity to internalize strategies.
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1.9 Conclusion

In this paper we presented a formative study in which we assessed the design and impact

of a communication course aimed at improving interpersonal communication between autistic

technology workers and their neurotypical coworkers. This work is unique from other efforts to

prepare autistic employees for the workplace in that it shifts the onus of learning and adaptation

onto the neurotypical employee rather than expecting the autistic employee to adapt. In doing

so, we challenge normative expectations of social behaviors dominating our workplaces which

have historically led to the exclusion and marginalization of talented technology professionals

on the spectrum. Efforts such as ours begin to change the paradigm of our workplace and pave

a way for challenging broader structures of exclusion and discrimination grounded in ableism.

This is not only relevant for autistic employees — it is applicable to all employees who may

have been excluded from the workplace due to normative expectations that stigmatize social and

communication behaviors grounded in ableism.

Future work will focus on refining our online course and addressing communication

knowledge gaps revealed in the Results section. In particular, our work will explore pedagogy

that focuses more deeply on application of communication strategies to scenarios that reveal the

nuances and complexity of interpersonal communication between autistic technology workers

and their coworkers. The next iteration of the course will also elaborate on intersectionality and

the implications diversity of identity may have on the preferences of autistic people, as well as

the preferences of their neurotypical coworkers and their intersecting identities. Lastly, our work

will continue to expand to include additional courses on teamwork strategies.
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Chapter 2

Agentic Ableism: A Case Study of How
Robots Marginalize Autistic People

2.1 Introduction

In 2022, the Disability Day of Mourning recorded at least eighteen autistic people around

the world who were murdered by their caregivers. One of them was a young girl murdered by

her mother who claimed she was stressed” that her daughter might be autistic.1. These acts of

anti-autistic violence mirror the experiences of nearly 800 children who were killed by Nazi

Germany under the supervision of Hans Asperger (Czech, 2018). Asperger was the first to

designate a group of children as autistic psychopaths” and his work legitimized policies such

as forced sterilization and child euthanasia (Czech, 2018). His work on pathologizing autism

was so influential that he became the namesake of Asperger’s Syndrome, now controversially

referred to as high-functioning autism” (Frith and Mira, 1992; Mesibov et al., 2004). The beliefs

that autistic people were deficient” and needed to be cured” were further entrenched in autism

research when Baron-Cohen described autistic children as lacking the quintessential human trait”

of Theory of Mind (Happé and Frith, 1995; Baron-Cohen, 1997). Although this deficit-based

view of autism has been linked to other concerns such as an increased risk of suicidal ideation

and social isolation in autistic individuals, it continues to be pervasive in autism research even

today (Cassidy et al., 2018, 2020). Traditionally, studies in human-robot interaction (HRI)

1https://disability-memorial.org/arya-smith
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research are centered around the medical model view of autism which treats autism as a disorder

that needs to be cured so that a person can be made normal” (Williams, 2021b; Kapp et al.,

2013; Scassellati et al., 2012). This approach has been criticized by scholars for: 1) failing to

center the perspectives of the autistic community and 2) applying a deficit-based understanding

which has been linked to worrying social concerns such as negatively impacting the identity-

building process, and an increase in suicidal ideation among autistic people (Ymous et al., 2020;

Spiel et al., 2020; Anderson-Chavarria, 2022; Cassidy et al., 2018, 2020; Bennett and Keyes,

2020). Furthermore, the medical model promotes the idea that a formal diagnosis is necessary to

validate the experiences of autistic people, which introduces a power imbalance between medical

professionals such as psychiatrists and the community (Bennett and Keyes, 2020). Despite this,

it continues to be pervasive in research.

Critical Analysis of Disability Research in Computer Science. In recent years, re-

searchers in other areas of computer science have critically analyzed and applied different

approaches to define and understand autism beyond deficit-based theories in efforts to be more

inclusive (Spiel et al., 2019a; Spiel and Gerling, 2021; Rizvi et al., 2021; Zolyomi et al., 2019b;

Zolyomi and Snyder, 2021; Keyes, 2020). These approaches include using applied critical

disability studies and crip technoscience. As an interdisciplinary study of disability and society,

critical disability studies attempts to incorporate the perspectives of disabled individuals in

research concerning their communities (Mankoff et al., 2010). In other words, it promotes the

idea that research should be done with disabled individuals and not just about them (Mankoff

et al., 2010; Spiel et al., 2020). Prior work applying this approach has suggested building

technologies that support both autistic and neurotypical people in communicating with each

other to help broaden the scope of assistive technologies (Mankoff et al., 2010) among other

proposed work. Prior work also suggests that, while participatory approaches may already be

applied in the research process, they can be made more inclusive by including the collaboration

of participants in all aspects of the research including the study design, data collection, analysis,

and dissemination of results (Mankoff et al., 2010).
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Similarly, crip technoscience particularly centers access, interdependence, and disability

justice, and has been applied by researchers to examine how the medical model has shaped the

status quo for technology research focusing on other neurodivergent populations (Spiel et al.,

2022). Prior work uncovered how the medical model may marginalize neurodivergent end-

users by focusing on outcomes that mitigate their experiences, thus privileging neuro-normative

outcomes (Spiel et al., 2022) by positioning neurotypicality as the ’norm’ and neurodivergence

as a deviation that can be ’diagnosed’ or ’treated’ (Huijg, 2020). For example, the belief that

autistic people are ’deficient’ in communication, can lead to dehumanizing assumptions about

their agency and personhood (Keyes, 2020). For autistic children, the use of the medical model

in research embodies societal expectations that marginalize autistic children while treating them

as a secondary audience to purposes not defined by them (Spiel et al., 2019a). Researchers have

been encouraged to acknowledge that the emotional experiences of autistic adults are uniquely

influenced by their social interactions and processing of sensory outputs, as they work towards

creating more inclusive human-like AI technologies (Zolyomi and Snyder, 2021).

A prior literature review also found that similar to Autism research, ADHD research

excludes the perspectives of end-users with ADHD, even in technologies that are about/for them

(Spiel et al., 2022). To assist, researchers have developed the social-emotional-sensory design

map to create more effective affective computing interfaces accounting for neurodivergent users

(Zolyomi and Snyder, 2021). However, recognizing that it will take time for research to move in

a more inclusive direction that views autism as a difference and not a deficiency, AI ethicists

have been encouraged to analyze the consequences of work that relies heavily on the medical

model (Keyes, 2020).

Thus, in this work, we examine anti-autistic ableism in HRI research as a case study of

the broader marginalization of neurodivergent end-users in technology research. We focus on

this area since the marginalization of autistic people in other areas of computer science such as

human-computer interaction research (Guberman and Haimson, 2023; Spiel et al., 2019a, 2020;

Ymous et al., 2020), gaming (Spiel and Gerling, 2021), design (Spiel et al., 2017), AI ethics
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(Keyes, 2020; Bennett and Keyes, 2020), and affective computing (Zolyomi and Snyder, 2021)

have been explored in prior work.

Robots and Ableism. Prior work has uncovered how our perceptions of robots and the

resulting user experiences are shaped by ableism, while calling into question the effectiveness

of developing clinical robots for autistic end-users. In “All Robots are Disabled”, the author

explores how our sociality with robots is largely shaped by disability stigma (Williams, 2022).

For example, the author discusses an incident where students were reprimanded for “harassing”

the robots while studying them on a university campus (Williams, 2022). This insinuates that

there are social protocols of respect afforded to robots that their disabled end-users are expected

to adhere to which may not be reciprocated, thus highlighting the power imbalances that exist

between them. Other work critically examines the power imbalances that arise between robots

and autistic end-users when such systems are used to provide therapy, diagnosis, and other forms

of rehabilitation (Williams, 2021b). Research suggests that such objectives relegate robots to a

mentorship role in efforts to help autistic end-users emulate “humanness” thereby supporting the

idea that autistic people are deficient in their humanity by associating neurotypical behaviors

to being human (Williams, 2021b; Keyes, 2020). It is important to note that prior work has

also called into question the effectiveness of developing robots to provide therapy to autistic

end-users as even clinicians are not convinced of their effectiveness and minimal progress has

been made in making such robots clinically useful (Begum et al., 2016). In fact, research even

suggests that this use of robots may be counterproductive and negatively impact the skills they

are designed to hone in autistic end-users (Diehl et al., 2012).

Following the principles of critical disability studies and crip technoscience which

center the inclusion of disabled individuals in research for/about them, we apply the theories

of intersectionality (Cho et al., 2013), participatory design (Sanders, 2002), and design justice

(Hundt et al., 2022) to quantify and critically analyze the inclusiveness of the objectives, designs,

and results of HRI studies for autism, and the systemic barriers that may shape them. As

critical autism studies promotes critically evaluating the power dynamics arising in discourses
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concerning autism (Woods et al., 2018), our work also focuses on untangling these dynamics in

HRI research. Using these theories, we define autism inclusion as the application of theories

beyond the medical model to understand autism, the involvement of autistic participants as key

stakeholders in the design process, and the inclusion of participants from understudied minority

groups. We highlight how a deficit-based understanding of autism, an underrepresentation of

autistic adults and gender minorities, and power imbalances present in the research study designs

and user interactions with robots are pervasive in this work. Our purpose is not to criticize the

authors of these studies in any way but to highlight how the studies reflect systemic ableist

beliefs.

This leads us to our research question.

Research Question: What is the state of autism inclusion in HRI studies?

Our work is novel in applying a mixed methods approach to critically examine the

inclusiveness of HRI studies for autism based on their research study designs. We qualitatively

and quantitatively analyze 142 papers published between 2016 to 2022. We contribute and

provide 1) a critical analysis of the three dimensions in which autism is stigmatized in HRI

research; 2) a contextualization of the results in foundational work shaping autism research;

3) characterization of the three dimensions through measurement; 4) systemic barriers; and 5)

considerations for future work to help avoid the issues identified.

2.2 Methodology

Following similar data collection and analysis techniques as other critical literature

reviews (Spiel et al., 2022), we systematically searched through literature using the Google

Scholar search engine. Through three iterations of data collection, our main corpus included 142

papers. Our referenced works corpus comprised of all the works referenced by our main corpus.

We conducted both inductive and deductive qualitative thematic analysis and used descriptive

statistics to analyze the data.
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2.2.1 Positionality Statement

Following recommendations from feminist methodologies (Harding, 1987), we position

ourselves to contextualize our study design, methodologies, data collection process, results, and

analysis. The research team is neurodiverse and includes women and men-identifying researchers

who have a strong interest in improving inclusivity in Human-Centered Computing studies.

The authors of this paper believe in community-oriented design practices such as par-

ticipatory design (Harrington et al., 2019) and design justice (Hundt et al., 2022) to address

power imbalances in traditional HCI research practices between participants and researchers. We

understand that certain methodologies may require adjustments based on the access needs of the

participant communities (Maun et al., 2021).

Due to the international scope of our literature review, we focused on gender and age

solely for our intersectional analysis. The first author of this paper has lived in five countries,

and recognizes the limitations of the US-centric perceptions of race, religion, and other identities

which may not translate to other cultures. The exclusion of other identities is not reflective of

their perceived importance by the authors. We acknowledge the difficulties researchers may have

with recruiting diverse participants for their study, and want to note that we are not criticizing

the individual authors of any of the works critiqued in this paper.

2.2.2 Main Corpus Selection

Our corpus selection was carried out in multiple iterations. We obtained full papers, short

papers, survey papers, and editorials from the fifty most relevant results using the criteria detailed

in Sections 2.2.2 and 2.2.2 from the Google Scholar search engine, the ACM Digital Library,

IEEE Xplore, Springer, and Science Robotics. Our search criteria specified the publication years

ranging from 2016 to 2022. The distribution of the publication years of our main corpus are

detailed in Figure 2.1. For searches that revealed more than 50 results, we filtered our results

based on relevancy and reviewed the first 50 papers.
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Figure 2.1. Distribution of publication years of the papers included in our main corpus.

Venue # Res. # Sel.
ACM/IEEE Int. Conf. on Human-Robot Interaction (HRI)* 50 36

IEEE Intl. Symp. on Rob. & Human Interactive Comm. (RO-MAN)* 48 36
Int. Journal of Social Robotics (JSR)* 50 26

IEEE/RSJ Int. Conf. on Intelligent Robots and Systems (IROS)* 33 3
ACM SIGACCESS Conf. on Computers and Accessibility (ASSETS) 50 4

ACM Conf. on Computer Supported Cooperative Work (CSCW) 11 2
Science Robotics (SR)* 19 5

ACM Transactions on Human-Robot Interaction (THRI)* 50 9
IEEE International Conf. on Robotics and Automation (ICRA)* 37 4

The ACM Conf. on Human Factors in Computing Systems (CHI) 50 12
IEEE Robotics and Automation Letters* 1 0

Table 2.1. Selected conferences and journals and the number of papers included in our main
corpus.

We selected 142 papers 2 for our final analysis. Table 2.1 summarizes the venues and

papers selected for our analysis.

Venue Selection

We chose our venues based on Google Scholar’s h5-index ranking in robotics 3 and HCI 4.

These venues were: IEEE International Conference on Robotics and Automation (ICRA), IEEE

Robotics and Automation Letters (RAL), Computer Human Interaction (CHI), IEEE Transactions

2https://figshare.com/s/576daf217af2178026a1
3https://scholar.google.com/citations?view_op=top_venues&hl=en&vq=eng_robotics
4https://scholar.google.com/citations?view_op=top_venues&hl=en&vq=eng_humancomputerinteraction
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on Affective Computing (TAC). While RAL and TAC had no relevant corpus, we were able to

obtain 16 papers from CHI and ICRA. We added the International ACM SIGACCESS Conference

on Computers and Accessibility (ASSETS) and the ACM Conference on Computer-Supported

Cooperative Work (CSCW) due to their focus on accessibility and human-centered technologies.

We found two papers from CSCW and four from ASSETS fitting our selection criteria which we

included in our main corpus.

Next, we consulted an expert in human-robot interaction to identify the top HRI venues

and added the following to our venue list: International Journal of Social Robotics (JSR),

ACM/IEEE International Conference on Human-Robot Interaction (HRI), IEEE International

Workshop on Robot and Human Communication (RO-MAN), and the ACM Transactions on

Human-Robot Interaction (THRI). In contrast to our first search iteration, 60% of the literature

obtained through this search fit our selection criteria and they comprised the majority of the

papers included in our study.

In total, we obtained 142 papers from more than 10 venues, detailed in Table 2.1.

Unsurprisingly, the majority of the papers were published in three HRI venues: HRI, ROMAN

and JSR.

Search Criteria.

We searched for papers published between 2016 and 2022. For venues focusing on

robotics or HRI, our Google scholar search string included the conference or journal name and

autism OR autistic OR ASD. For other venues such as CHI, we added AND (robots OR robotics)

to the search string. While searching through the ACM Digital Library, IEEE Xplore, Springer,

and Science Robotics, we also specified the conference or journal name. For our search, we

looked for papers with the key words in the title, abstract or paper text. In addition to full papers,

we included short papers, survey papers, and editorials to broaden the scope of papers considered

to include future work and works in progress.
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Inclusion Criteria.

Table 2.1 details the total number of papers found through each search in the ’# Results’

column and the final number of papers included in our main corpus in the ’# Selected’ column.

We began our selection process by excluding any papers that were published outside of the

venues and years specified in the sections above. For example, while searching for CHI papers

on the ACM Digital Library, we encountered works that were published in TOCHI which we

excluded from our corpus. We obtained the abstracts for all the remaining papers found in our

search results using the Semantic Scholar API. We analyzed these abstracts to only include

papers that: i) focused on robotics, and ii) explicitly identified autistic people as the end-users

for their work. If the API was unable to find the abstract, we manually obtained it and analyzed

the full papers. For papers that used other terms to define their target users that may include

autistic people, such as ’neurodivergent’, we also read other sections of the paper for clarification

to determine whether autistic people were their target end-users. Our main corpus contains the

papers filtered using these inclusion criteria from each venue.

2.2.3 Referenced Works Selection

These works were selected through the automated analysis of all the references from

our main corpus. We built a web crawler that obtains the Digital Object Identifier (DOI) of

each paper as a unique ID. Using these DOIs, we found matching works cited in each paper and

obtained a total of 6,611 papers. In order to gain a better understanding of trends in the most

frequently referenced works in HRI research for autism, we analyzed the publication years and

fields of all of these papers. We selected the 100 works most frequently referenced by our main

corpus and conducted a deductive qualitative thematic analysis to identify the model used to

define autism in their work.
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2.2.4 Data Analysis

Our data analysis consisted of two parts: a manual coding of the corpora and an automated

analysis of the metadata obtained from the Semantic Scholar API.

Manual Analysis

A thematic analysis was carried out in several iterations described in Table 2.2 by three

authors of this paper. This analysis was both deductive and inductive in nature as we referenced

HRI literature to code the robot automation levels and roles (Beer et al., 2014; Baraka et al.,

2020), but generated our own codes for other data such as the proposed use of robots. In order to

determine the model used in each study, we first identified the proposed use of robots in each

paper. The criteria for determining the usage of robots in the studies are detailed in Table 2.3.

Using Braun and Clarke’s six-step method (Clarke and Braun, 2013; Majumdar, 2022), we

generated several pertinent themes in each iteration detailed in the results section and provided

some exemplary works in Table 2.2. To generate these themes, we first familiarized ourselves

with the data by reading the papers and identifying their research objectives. For example, we

collected data on the proposed use of robots by looking at the objective of their interactions

with autistic end-users, such as providing dance therapy, detection of autism-related aggressive

behavior, or support in the ER. Through discussion, we narrowed these to codes such as therapy,

behavior detection, skills training, and medical support and synthesized them into the themes

detailed in Table 2.3. The coding for all of the themes in the proposed use were exclusive.

However, the classification of the models applied in some of the themes detailed in Table 2.3

were non-exclusive. For example, while the support theme exclusively included the self-care,

and medical, social, general, & educational support codes, these codes were not exclusively

considered medical or social model codes as they did not necessarily pathologize autism. In

contrast, the codes for the treatment theme were also exclusively placed in the medical model

theme due to their clinical approach to understanding autism.
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Reading Iteration Objective Information Collected
Qualitative

Analysis
Methods

First*
Model

Identification

Model applied to understand
autism in the study (e.g. the
deficit-based medical model)
(Kapp, 2019), the proposed

use of robots, the inclusion of
autistic individuals in the

study design

Thematic
analysis (both
inductive and

deductive)
(Majumdar,

2022)

Second*
Intersectionality
Considerations

Age of participants,
representation of gender

minorities (i.e. women, and
girls, as the papers did not

report other genders)

Thematic
analysis

(inductive)

Third*
Analyzing Robot
Characteristics

User data collected,
automation level (Beer et al.,
2014), interaction type, robot
name, robot characteristics,
robot roles (Baraka et al.,

2020)

Thematic
analysis (both
inductive and

deductive)

Fourth

Analysis of
Frequently
Referenced

Works

Model applied in study
(Kapp, 2019), proposed
application of research

Thematic
analysis

(deductive)

Table 2.2. For our manual data collection, we carried out several reading iterations to identify
and collect the information from the corpus detailed in this table. The first, second, and third
reading iterations were carried out for our main corpus only.
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Theme Criteria and Codes Examples

Treatment

Robots used for therapy, skills training, or
other forms of treatment. These

technologies may be co-designed with
professionals such as therapists and

usually focus on a specific set of skills
which autistic people are ‘deficient” in

according to the medical model.
Codes: therapy, skills training, symptom

management, treatment

Eye contact training,
responding to

interruptions, and other
body movements

(Kulikovskiy et al.,
2021; Scassellati et al.,

2018).

Diagnosis

Robots used to diagnose or identify
certain behaviors

Codes: diagnosis, behavior detection,
quantifying harmful behavior

Detecting
autism-related

headbanging, analyzing
imitation deficits for
autism assessment
(Washington et al.,

2021; Wijayasinghe
et al., 2016).

Support

Robots developed to provide recreational
support to autistic end-users.

Codes: medical support, general support,
self-care, educational support, social

support

Robot companions, toys
(Gelsomini et al., 2017;
Di Nuovo et al., 2020).

Assisting Specialists
Robots designed to assist certain

specialists (excluding therapists)
Codes: teachers, ER workers, caretakers

Assisting special
education teachers,

caregivers, and other
medical professionals
(Schadenberg et al.,
2020; Kirstein and

Risager, 2016).

Awareness5

Robots that center the perspectives of
non-autistic people, spread

disinformation, outdated perspectives, and
harmful myths (Doyle, 2021).

Codes: autism awareness

Robots to make
non-autistic people

aware of what it is like
to be autistic (Lin et al.,

2021)
Table 2.3. Through a qualitative thematic analysis, we categorized the proposed use of the robots
in each study into one of five categories.
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Theoretical Analysis

Once the themes were identified, we then categorized papers from the corpus using

theories from Critical Autism Studies and neurodiversity (pathologizing) (Woods et al., 2018;

Kapp et al., 2013), intersectionality (essentialism) (Cascio et al., 2021), and Feminist HCI (power

imbalance) (Winkle et al., 2023). For example, the medical model views autism as a medical

condition that needs treatment (Anderson-Chavarria, 2022) so that autistic people can move

toward ’humanness’ (Williams, 2021b). This promotes neuronormativity as it positions the social

and communicational preferences of neurotypicals as the ’norm’ that autistic individuals deviate

from and must adhere to (Huijg, 2020). This approach to understanding autism has been linked

to worrying social concerns detailed in section 2.1. Thus, we coded papers proposing the usage

of robots for diagnosis, treatment, or therapy as medical model papers as they focused on making

autistic people adapt to neurotypical norms. Due to the prevalence of clinical collaborations in

HRI research for autism and its emphasis on Evidence-Based Practices (EBP) (Begum et al.,

2016), we have two separate codes for ’therapy’ and ’skills training’ papers. The ’therapy’ code

included only the studies employing a close collaboration with therapists to develop specialized

’treatments’, while the ’skills training’ code included studies taking a less therapeutically centered

approach. The typical robot-assisted therapy sessions employed Applied Behavior Analysis

techniques to provide skills training such as emotion recognition (Rudovic et al., 2018; Chung,

2021; Dickstein-Fischer et al., 2017; Kulikovskiy et al., 2021; Taheri et al., 2018; Sochanski

et al., 2021; Trombly et al., 2022; Tyshka and Louie, 2022; Korneder et al., 2021).

Automated Analysis

Using the Semantic Scholar API, we obtained the abstracts and bibliographic information

such as the title, research field, and publication year of all the papers in our references corpus.

These papers were included in the fourth iteration of our manual analysis described in Table 2.2.

Variance in Literature Surveyed. While all of the papers in our main corpus provided

enough information to categorize the proposed usage of robots and the model applied to under-
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stand autism in their work, some papers omitted the information needed for our other analysis.

For example, we discovered that the usage of robots is difficult to analyze and categorize in survey

papers. Additionally, not all the papers reported the gender ratio and ages of their participants,

or detailed information on the user interactions. Thus, the sample size of each visualization is

included to contextualize the results.

2.3 Results

We analyzed the objectives, research study designs, and findings of all the works in

our main corpus. Through an inductive thematic analysis, we uncovered three dimensions of

stigmatization in HRI research for autism: pathologization, essentialism, and power imbalances.

These dimensions encompass the theoretical understanding of autism applied in the research

objectives, the inclusion of autistic people in the study design, and how power imbalances have

shaped their methods and results.

2.3.1 Pathologizing

Our foundational knowledge and understanding of autism has been shaped by researchers

who adapted dehumanizing language through the Theory of Mind” (Happé and Frith, 1995;

Baron-Cohen, 1997). They expanded on prior work analyzing whether chimpanzees have a theory

of mind and concluded that autistic children lack the quintessential” human trait (Kapp, 2019).

This deficit-based understanding is central to the medical model, which focuses mainly on the

causation or cure of autism as a disorder (Kapp, 2019). This dehumanization of autistic end-users

is replicated in human-robot interactions. Traditionally, robotics research has pathologized

the communication behaviors preferred by autistic people and introduced technologies that

encourage them to adopt neurotypical social norms (Williams, 2021b; Werry and Dautenhahn,

1999; Dautenhahn, 1999; Billard, 2003). Figure 2.2 illustrates how 15 of the studies in our corpus

used robots that looked like animals to play a mentor role in their interactions and focused on

providing social skills training to autistic end-users. By placing animalistic robots in this role,
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Figure 2.2. There is a notable correlation between thehumanness” of robots and a power
imbalance in user interactions with autistic people in our main corpus. More human-like robots
were placed in mentor roles for diagnosis or helping autistic people move toward ’humanness’
(Williams, 2021b). Although autistic children prefer engaging with non-anthropomorphic robots
(Ricks and Colton, 2010), only 13.9% of HRI studies utilized them.

such studies inadvertently perpetuate the findings of the dehumanizing foundational work in

autism research that concluded certain animals have stronger social skills and are thus more

human” than autistic children (Happé and Frith, 1995; Baron-Cohen, 1997). Additionally, the

majority of the 76 studies utilizing anthropomorphic and humanoid robots had the robots adapt a

mentor role with autistic users, which perpetuates the belief that autistic people are deficient in

their humanity and robots can help them move toward humanness” (Williams, 2021b).

A deficit-based understanding of autism has been pervasive even in computer science

and robotics research (Williams, 2021b; Dautenhahn, 1999; Wood et al., 2021; Jain et al., 2020;

Robins et al., 2005; Kim et al., 2013; Cabibihan et al., 2013; Liu et al., 2008) even though prior

work has suggested it contributes to the ostracism and discrimination autistic individuals face in

our society (Kapp, 2019; Annamma et al., 2016; Rizvi et al., 2021). The ostracism of autistic

people in studies that use this definition can be quite explicit. For example, one paper studied the

use of robots to:

‘diagnose abnormal social interactions within autistic children” (Arent et al.,
2019).

Such language is rooted in ableism as historically the word ‘abnormal” has been used
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Figure 2.3. An overview of the disability
models applied in our main corpus reveals the
medical model is the most commonly used
model in HRI research. Papers were catego-
rized as ’other’ if they did not exclusively fall
under the medical or social model.

Figure 2.4. The majority of papers in our
main corpus focused on providing treatment
to the end-users. Support is shown in orange
as the codes for this theme are not exclusive to
a particular disability model, while the codes
for autism inclusion (light blue) exclusively
do not apply the medical model.

to describe things that are unhealthy or unnatural and it dehumanizes disabled people (Neilson,

2020; Cherney, 2011; Hurst, 2003). Yet, an automated analysis uncovered words such as typically

develop*’ and abnormal’ which explicitly posit non-autistic people as the norm and their autistic

peers as a deviation from the norm were prevalent in 27 papers, while deficit-based language

appeared in 11 papers as shown in Appendix 1a 6. This led us to uncover the prevalence of the

medical model that applies a deficit-based understanding of autism and promotes diagnosis and

treatment through therapy and skills training (Kapp et al., 2013), as shown in Figures 2.3 and 2.4.

Deficit-Based Studies

A deficit-based understanding of autism was prevalent in our main corpus. The majority

of the studies in our corpus 93.5%, n=129) applied the medical model in their work as shown in

Figure 2.3. Out of those studies, the majority (85.92%, n=122) focused on diagnosis and treatment

as shown in Figure 2.4. Although the papers focusing on treatment, diagnosis, awareness, and

assisting specialists in our main corpus always applied a medical model understanding of autism

6https://figshare.com/s/576daf217af2178026a1
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in their work, the papers using robots for support applied various models. The support category

includes robots that provide companionship, entertainment, or other kinds of support to autistic

end-users who are usually children. An example of a paper applying the medical model in such

robots included providing behavioral assistance to children (Di Nuovo et al., 2020), while an

example of a paper applying other models used robots to provide more affordable educational

support to children in underserved rural schools (Broadbent et al., 2018).

Our findings suggest that the deficit-based understanding of autism may be reflective

of the foundational work HRI researchers are building upon. Through a deductive qualitative

analysis of the 138 works most referenced by the papers in our main corpus, we uncovered

a similar understanding of autism was applied by 129 papers, the overwhelming majority, as

shown in Figure 2.7. Interestingly, the majority of the works referenced by our main corpus

were published in only 3 fields: psychology, computer science, and medicine, as shown in

Figure 2.5. It is important to note both psychology and medicine have studied autism using a

clinical approach. Figure 2.6 illustrates how the majority of these works were also published

before more inclusive theories were introduced in the 2010s.

Diversify Autism Definition

As we continue to make improvements in our understanding of autism, these changes are

reflected in the diverse theories of autism that exist today 7. In recent years, there has been a

growing interest in human-computer interaction research applying identity or difference-based

understandings of autism in their work (Spiel et al., 2019a; Spiel and Gerling, 2021; Rizvi

et al., 2021; Zolyomi et al., 2019b; Zolyomi and Snyder, 2021). The neurodiversity movement

promotes this difference-based definition of autism (Kapp et al., 2013). Neurodiversity is heavily

influenced by the Mad Pride movement of the 1960s, which denounced psychiatric labeling and

promoted embracing madness” as a unique identity to be celebrated (Dyck and Russell, 2020).

Critical Disability Studies applies a difference-based approach by promoting accommodations

7https://www.bps.org.uk/psychologist/me-and-monotropism-unified-theory-autism
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Figure 2.5. Psychology, medicine, and
computer science are the most frequently
referenced fields by our main corpus.
Pyschology and medicine are shown in red
as they have historically applied a medi-
cal model approach by viewing autism as
a disorder (Golt and Kana, 2022). The fol-
lowing fields were grouped together in the
‘Other” category as they individually com-
prise less than 2% of the works referenced:
Physics, Biology, Political Science, Eco-
nomics, Art, Business, Materials Science,
Geography, History, Geology, Chemistry,
Philosophy, and Environmental Science.

Figure 2.6. The majority of our referenced
works corpus was published when deficit-
based theories dominated autism research.
The red area represents the papers that were
published before the introduction of Critical
Autism Studies which seeks to challenge
dominant misunderstandings of autism and
have a positive impact on the lives of autis-
tic people (O’Dell et al., 2016). This data
has been annualized to allow for a fair com-
parison.

and equality over the pathologization of disabilities (Reaume, 2014). It examines disability

as both the lived experiences and realities of a disabled individual, and the existing social

and political power imbalances in our society (Reaume, 2014). In contrast to the medical

model, the social model defines disabilities as a social construct that emerged due to a lack of

accessibility (Woods, 2017). According to this model, autism is a difference and not a deficit in

communication behaviors. Figure 2.3 shows that 6.3% of HRI research for autism applied this

definition in their work, which may indicate such research is moving toward a more inclusive

direction. The cross-neurological theory of mind also applies a difference-based approach by

stating that there is no universallycorrect” way to represent one’s thoughts and feelings (Beardon,

2017). This theory suggests that miscommunications arise due to lack of accommodations and

acceptance of neurodiversity. Other researchers studying cross-neurological social interactions
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Figure 2.7. An overview of the models applied in our referenced works corpus reveals that the
medical model of autism is the most pervasive in these works.

have identified barriers to effective communication that may arise due to neurotypical individuals

misunderstanding, responding improperly to communication preferences, and misinterpreting

the non-verbal communication behaviors of autistic individuals (Sheppard et al., 2016; Faso

et al., 2015; Brewer et al., 2016; Rizvi et al., 2021; Heflin and Alaimo, 2007). Similarly, the

double empathy problem extends a difference-based understanding to the communicational

difficulties experienced by people with different conceptual understandings and outlooks (Milton,

2012). For example, when an autistic person converses with an allistic (i.e. non-autistic) person,

both of them may experience difficulties in understanding each other due to their different

neurotypes. In order to communicate more effectively, researchers have suggested autistic and

allistic individuals may benefit from creating a shared communication system (Bennett et al.,

2019) or learning about each other’s communication styles and preferences (Rizvi et al., 2021).

This challenges existing social inequalities which place the burden only on autistic people to

adapt to neurotypical social norms (Rizvi et al., 2021). The double empathy problem has also

been proposed as a guiding framework for a more autism-inclusive approach to design research

(Morris et al., 2023). Even though expecting autistic people to adapt to neurotypical social norms

contributes to anti-autistic discrimination in our society (Kapp, 2019; Annamma et al., 2016;

Rizvi et al., 2021), the majority (85.92%, n = 122) of papers placed the burden of overcoming
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Figure 2.8. The majority of studies collecting eye contact data from the users focused on clinical
applications such as therapy, skills training, or diagnosis.

the double empathy problem entirely on autistic people. Prior work has pathologized autistic

people’s unique communication styles by, for example, focusing on correcting the ways in which

people with autism use eye contact in communication, as shown in Figures 2.4 and 2.8. Since

autistic adults have expressed interest in developing social skills (Cummins et al., 2020), HRI

researchers should work towards designing, developing, and testing solutions that support autistic

adults in their learning and encourage the acceptance of various communication styles.

Autism-Inclusion Tips to Avoid Pathologization
• Consider that humans communicate and perceive the world in diverse ways, and

those differences are not deficits.

• Diversify the foundational work for your research studies by citing newer research

published in fields beyond medicine and psychology, such as Critical Autism

Studies.

• Consider research directions promoting communication between different neu-

rotypes in a balanced manner instead of placing the burden entirely on autistic

people to adapt to different communication styles, such as the works of Morris and

Rizvi et al. (Morris et al., 2023; Rizvi et al., 2021).
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2.3.2 Essentialism

Essentialism, in the context of Autism, is the idea that people with autism have common

characteristics that are "inherent, innate and unchanging" (Sahin, 2018). Historically, the extreme

male brain theory has identified autism as an extreme presentation of a ‘normal” male profile

(Baron-Cohen, 2002). This theory has been criticized for its gender essentialism and pervasive

influence (Krahn and Fenton, 2012). For example, the belief that autism is a masculine” disorder

has led to the underrepresentation of women and girls in autism research; due to misconceptions

among researchers and the general population, people are more likely to recognize autism in

males (Aggarwal and Angus, 2015; Wilkinson, 2008). Foundational research also infantilizes

autistic adults by characterizing them as children” (Botha and Cage, 2022), and viewing autistic

bodies as being frozen” in childhood (Bosco, 2023). This infantilization has led to widespread

misbeliefs that autistic people are dependent and lack autonomy (Bosco, 2023). Even in HCI

and HRI, prior work on autism research has mainly focused on children (Ismail et al., 2019;

Cabibihan et al., 2013; Spiel et al., 2019a; Frauenberger et al., 2016; Cramer et al., 2011;

Ringland, 2019; Spiel et al., 2017). Additionally, the concept that an autistic person’s mental

age” is different from their physical age is rooted in ableism and specifically pervasive in autism

research (Boursier et al., 2022).

Essentialism in the Main Corpus

Through an analysis of the participant demographics and study objectives, we investi-

gated how the historical masculinization and infantilization may be perpetuated by these studies,

through an underrepresentation of adults and gender minorities, as shown in Figures 2.9 and 2.10.

Due to the masculinization of autism, many gender minorities may not learn about their neuro-

divergence until later in life and may face additional barriers due to the intersections of their

gender with autism (Aggarwal and Angus, 2015). An example of such gender-based stereotypes

is linking traits like aggression” to autism, which is more socially acceptable for boys and men

than people of any other gender, and thus uncommon in gender minorities with autism (Geelhand
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Figure 2.9. The majority of studies in our main corpus (shown in orange) did not report their
gender data. Among the papers that did report, only 12 studies had a gender ratio that is
representative of the autistic population (shown in blue) (Maenner et al., 2023).

et al., 2019). Yet, one of the papers we surveyed linked this trait to autism, and did not take

gender into consideration:

Issues with [...] aggression [...] are common in children with autism” (Sharmin
et al., 2018).

This paper investigates the usage of smart technologies, such as robots for many purposes,

including diagnosis. However, it links aggressive behavior to autism, which has historically

contributed to the underidentification of women and girls with autism (Geelhand et al., 2019).

Currently, there is a well-known gender gap in the autism community, with a ratio of 3 males to

every female (Maenner et al., 2023). As this gender gap has been widely studied in other fields,

researchers have argued for adapting an intersectional and gender-aware approach to autism

research (Saxe, 2017), which some information technology researchers have started applying in

their work (Annabi, 2018, 2023). Yet, the average representation of gender minorities such as

women, girls, and other marginalized genders in the participant populations was only disclosed
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Figure 2.10. An overview of the ages of the participants reported in our main corpus. The
participant ages were reported in n=139 of the papers in our main corpus.

in n=55 papers applying a binary definition of gender. The majority of these studies did not have

a representation of gender minority participants that was proportionate to their population ratio

(Maenner et al., 2023), as shown in Figure 2.9.

The infantilization of autistic people is pervasive as researchers focus mainly on children

and neglect the needs of autistic adults (Kirby and McDonald, 2021). One study exploring the

impact of age on robot learning notably excluded autistic adults and compared the results of

autistic children to non-autistic children and adults (Guedjou et al., 2017). While the differences

between non-autistic adults and children were considered in the study, the results of autistic

children were considered sufficient to represent autistic people as a whole. Thus, even in a study

focusing on the intersections of autism and age, autistic adults were left out.

There are known differences in the experiences of older adults with autism (Braden

et al., 2017). Yet, they remain an understudied demographic in HCI research, as Figure 2.10

shows that 86% (n=117) of the studies did not include adults. Age remains a pertinent aspect of

participant identities as researchers have highlighted the unique biases autistic adults may face in

data collection due to the intersection of their age and neurotype (Rubenstein and Furnier, 2021).

For example, autistic adults may be stereotyped as unable to achieve autonomy, and therefore

require more support (Bosco, 2023). Such infantilization was explicit in one paper asserting that:
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Autistic people ‘need someone to help stop them [...]” (Lin et al., 2021)

from engaging in what the authors described as stereotypical behaviors (Lin et al., 2021).

Such language perpetuates beliefs that autistic people lack control over their own actions and

need assistance. Providing support to autistic people was the third most common usage of robots

in the studies we analyzed, as shown in Figure 2.4. The premise of this work may inadvertently

infantilize autistic people by making assumptions about their autonomy and support needs

(Bosco, 2023).

Understanding the Importance of Diversity.

Autistic people are often broadly masculinized and infantilized in our society. For

example, there is a well-documented gender bias in the medical field in diagnosis and treatment

of autism (Krahn and Fenton, 2012), and an underrepresentation of women and girls with autism

in the media (Tharian et al., 2019). As well, infantilization is pervasive in portrayals of autistic

people. For example, in support organizations and media: children make up 95% of the autistic

people featured in the homepages of regional and local support organizations, and 90% of autistic

characters in fictional books (Stevenson et al., 2011). Even media that focuses on autistic adults,

such as the Netflix TV Series Love on the Spectrum, has been criticized for infantilizing its adult

characters (Luterman, 2023).

Intersectionality is a framework originally used to study the gender and race-based

marginalization Black women experienced in anti-discrimination law and politics (Cho et al.,

2013). This theory has been widely applied to study how social identities intersect to create

unique experiences for marginalized populations (Cho et al., 2013). In studies focused on human

experiences, intersectionality encourages researchers to consider various aspects of one’s identity

and investigate the experiences of diverse groups. For studies focused on people with autism,

this would include participants of various ages and genders as autistic adults have diverse needs

and may experience unique biases (Braden et al., 2017; Rubenstein and Furnier, 2021), and

autistic gender minorities may have experiences and needs that are different from their cis-male
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counterparts (Aggarwal and Angus, 2015; Saxe, 2017). While we acknowledge the challenges

and difficulties in recruiting diverse participants, our analysis uncovered that the majority of the

studies did not even report demographic information such as the participant genders, as shown in

Figure 2.9. Future work should consider reporting this data to contextualize their results without

promoting gender or age based essentialism. This will ensure the needs of diverse autistic people

are represented fairly and more accurately in such studies.

Autism-Inclusion Tips to Avoid Essentialism
• Prioritize intersectionality in participant recruitment, research objectives, and data

analysis.

• Avoid ableist language and essentialist stereotypes such as the ones mentioned in

Bottema-Beutel et al.’s paper (Bottema-Beutel et al., 2021a). For example, referring

to non-autistic children as “typically developing.”

• Report participant demographics to help readers contextualize your findings.

2.3.3 Power Imbalance

Many foundational works in autism research have applied social deficit theories; instead

of studying the unique social behaviors preferred by autistic individuals, established research

in developmental psychology highlights autistic people’s ‘deficit” of neurotypical social norms

such as the ability to mind read” and make appropriate” eye contact (Kapp, 2019; Happé and

Frith, 1995; Baron-Cohen, 1997). This phenomenon, known as Neuronormativity, promotes

neurotypical behaviors as the norm”, thereby introducing a power imbalance in social interactions

between individuals of different neurotypes (Huijg, 2020). As a solution to this "problem",

researchers have attempted to use robots to train autistic people how to imitate these neurotypical

behaviors. Systematic literature reviews and editorial works in HRI research have called for

the usage of robots to provide therapy and skills training to autistic end-users (Scassellati et al.,

2012; Cabibihan et al., 2013; Begum et al., 2016; Saleh et al., 2021; Pennisi et al., 2016). This
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also includes the use of anthropomorphic and humanoid robots which are designed to be more

human-like (Phillips et al., 2018). This is concerning as there is research suggesting such robotic

systems may not be useful at all (Begum et al., 2016) and their designs directly contradict the

known preferences of autistic children (Diehl et al., 2012; Ricks and Colton, 2010). There are

additional concerns regarding the context of foundational research in autism which humanized a

non-human entity over autistic children (Baron-Cohen, 1997), as it makes assumptions about

autistic people’s skills deficits and promotes the belief that non-human entities may be more

socially skilled than autistic people (Williams, 2021b).

Additionally, autistic people have historically faced a lack of representation in both the

research teams and the study participants. Critical Autism Studies (CAS) encourages broadening

the participation of autistic scholars in autism research (Woods et al., 2018). According to CAS,

a lack of autistic authorship may impact the accuracy of such work and may fail to address

power dynamics in the medical model understanding of autism (Woods et al., 2018). While

participatory design encouraged community involvement in the design process, researchers have

highlighted such approaches may fail to focus on under-served communities if they do not take

historical context into consideration, neglect community access and perceptions of the materials

and activities, and cause unintentional harm (Harrington et al., 2019). Many disabled scholars

have discussed the harms of excluding under-served disabled populations from the design process

(Ymous et al., 2020) and proposed alternative approaches (Zolyomi and Snyder, 2021). Thus,

in our work, we analyzed existing power imbalances in the studies on three levels: 1) autistic

and non-autistic people in general, 2) the researcher and participants in the studies, 3) and the

resulting human-robot interaction.

Promoting Neuronormitivity and Ignoring Neurodversity

In social interactions, autistic people are expected to ‘fix” their deficit” of neurotypical

social norms (Huijg, 2020). In particular, autistic people’s different eye contact preferences

are frequently pathologized by the medical model (Kapp, 2019; Happé and Frith, 1995; Baron-
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Figure 2.11. The majority of HRI studies did not include autistic people in the design stage
black, and nearly one-fifth of them did not include the perspectives of autistic people at any stage
of their study.

Cohen, 1997). Yet, we found a correlation between the user’s eye contact data collected and

medical-model driven purposes, as shown in Figure 2.8. The majority of studies promoted the

usage of robots to provide treatment in the form of therapy or skills training to help autistic

people adapt neurotypical social norms.

Participation of Autistic People

Autistic scholars have expressed concerns about tokenism’ that arise when research

teams fail to provide autistic people with decision-making power in research that impacts them

(Pukki et al., 2022). Yet, despite being the target end-users for their product, the perspectives

of autistic participants were not taken into consideration at all by 17.7% of the papers that only

included therapists, caretakers, or special educators as stakeholders in their studies as shown in

Figure 2.11. Our results also uncovered that nearly 90% of the papers did not include the input

of autistic people in the design process. This introduces a power imbalance as the design and

research objectives are shaped only by the input of the researchers and other specialists (e.g.

therapists, and special education teachers), and exclude the perspectives of autistic individuals.
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Human-Robot Interactions

While scholars have encouraged HRI researchers to re-think social hierarchies in their

work (Winkle et al., 2023), robots continue enacting malignant stereotypes and existing social

inequalities are still enacted in HRI studies (Hundt et al., 2022; Williams, 2021b). Utilizing

robots for therapy, skills training, and similar purposes can promote a power imbalance. As

shown in Figure 2.2, the majority of robots with human-like traits are more likely to play a

mentor role which introduces a power imbalance in their interactions with the users based on

their humanization. In contrast, less human-like robots play a ‘peer” role in their interactions,

which echoes foundational work in autism research questioning the humanity of autistic people

(Happé and Frith, 1995; Baron-Cohen, 1997; Williams, 2021b).

Promoting Neurodiversity. Using robots as mentors to teach social skills to autistic people

promotes the belief that autism is a deficiency of certain social norms (Kapp et al., 2013). It is

important to note that little work has been done on developing robots that ‘flip the burden” (Rizvi

et al., 2021) of understanding diverse communication behaviors on non-autistic users by teaching

them how to interact with autistic individuals. Thus, while existing technologies may assist

autistic individuals in understanding their allistic peers, they ultimately fail to address the double

empathy problem (Milton, 2012). Researchers should focus on developing solutions that train

non-autistic users how to understand and adapt to neurodiverse social skills. This approach is

more equitable as it validates the communication skills of autistic individuals instead of viewing

them as having a deficit” of neurotypical skills.

Autism-Inclusion Tips to Avoid Power Imbalances — Part 1: Social Norms
• Consider community-based research collaborations in lieu of purely clinical collab-

orations.

• Reconsider diagnosis- or treatment-based research directions that prioritize clinical

outcomes.
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• Identify the needs of autistic end-users through more user-centered design ap-

proaches (Spiel et al., 2022) instead of making assumptions based on clinical

literature.

Addressing Power Imbalances in Research Designs.

Input from autistic people should be well-represented in the work by giving autistic people

decision-making power as both participants and researchers, and the methodologies should take

their accessibility needs into consideration (Zolyomi and Snyder, 2021). Research teams should

avoid tokenizing and making assumptions about autistic people, and instead promote broader

inclusion of the perspectives of autistic people in their research as prior work has found such

inclusion may help lower odds of ableism (Botha and Cage, 2022). As researchers’ identities

also impact how they interact with participants and their perspectives on the world, positionality

statements can help provide important context (Liang et al., 2021). Such statements discuss

how the authors’ identities such as race, class, gender, and neurotype may have impacted their

work. While these statements are largely absent in HRI research, future work should consider

including them to contexualize the results.

Autism-Inclusion Tips to Avoid Power Imbalances — Part 2: Research Designs
• Avoid making assumptions about the abilities of autistic end-users in the study

instruments.

• Prevent tokenization by giving autistic people decision-making power in the study

design without pressuring them to accept clinical applications.

• Increase collaborations with autistic researchers and include positionality statements

to contextualize the objectives and findings of the study.

Addressing Inequalities in Human-Robot Interactions. To promote more equitable user

interactions, HRI researchers should consider centering the preferences of autistic individuals
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in their work. Although foundational work in HRI suggests that robots may reduce certain

conversational inequalities (Skantze, 2017), such work has usually excluded autistic people in

various steps of the research process. Thus, researchers must challenge the historical exclusion

of autistic people in studies defining ‘humanness” (Baron-Cohen, 1997; Happé and Frith, 1995;

Kapp, 2019). Prior work on participation equality in human-robot conversations has discovered

that gender and age may impact conversational equality (Skantze, 2017), which highlights the

importance of intersectionality to ensure these technologies are designed to be inclusive for

diverse groups of people. Therefore, it is imperative for researchers to study the conversational

inequalities that may exist specifically between robots and autistic people in research studies,

taking the historical marginalization of the autistic community into consideration.

Autism-Inclusion Tips to Avoid Power Imbalances — Part 3: User Interactions
• Promote user participation and conversational equity in human-robot interactions.

• Obtain feedback from autistic users on their preferences for different robot types

and roles such as bystanders or information consumers.

• Avoid creating user interactions that may compare autistic people to animals or

other non-human entities.

2.4 Conclusion

Through a systematic critical review of 142 papers published between 2016 to 2022, we

analyzed the inclusion of autistic people in HRI research. In particular, we focused on the study

objectives, methodologies, and results to examine whether the perspectives of autistic individuals

were taken into consideration, and whether historical and contemporary misrepresentations were

replicated in their work. Additionally, we discuss systemic barriers researchers may face related

to funding, publication standards, and interpersonal tensions. Through an inductive thematic

analysis, we identified that autism is stigmatized in three dimensions in HRI research through: 1)
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the pathologization of autism, 2) gender and age-based essentialism, and 3) power imbalances. As

these dimensions are rooted in the historical dehumanization, infantilization, and masculinization

of autistic people, we argue that existing work may inadvertently reproduce harmful stereotypes

and is not inclusive. Our findings reveal that autistic people are not accurately or adequately

represented in about 90% of such work. Our suggestions for improving the inclusivity of HRI

research for autism focus on diversifying research collaborations, foundational works considered,

participant demographics, and objectives for research directions to explore perspectives beyond

the medical model that promote a more neurodiverse understanding of autism. Additionally, we

provide a non-exhaustive list of ethical questions based on our findings to guide HRI researchers

critically examining the inclusivity of their work.
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Chapter 3

Navigating Neuro-Inclusive AI:
the Perspectives of Creators

3.1 Introduction

As human-like AI-powered communication agents such as robots and chatbots become

increasingly popular, it is important to examine the ethical concerns surrounding the ways

human-like behavior and characteristics or humanness is defined and implemented in such

technologies. Our approach to this follows the recommendations of prior research and applies

relational ethics in combating algorithmic injustices (Birhane and Cummins, 2019). To this

end, we analyze foundational beliefs informing algorithmic design, question what is considered

“normal”, and how these definitions may marginalize certain groups (Birhane and Cummins,

2019). In particular, we examine how perceptions of humanness may marginalize autistic people,

as prior work has shown media representations of autism impact public perceptions, and more

positive and accurate representations may even help combat the explicit biases others’ hold

toward them (Mittmann et al., 2024; Jones et al., 2021).

The double empathy problem suggests the misunderstandings in communication among

autistic and non-autistic people is a two-way issue and not a result of a deficits among autistic

people (Milton, 2012). In contrast, neuronormativity is the positioning and privileging of

neurotypical social behaviors as the “norm”, thus introducing a power imbalance between

people with different neurotypes, such as those who are autistic (Legault et al., 2024). Through a
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neuronormative perspective, autistic people are marginalized for lacking “social skills”. However,

in alignment with the double empathy problem, prior work has shown that in neurotype-matched

interactions, autistic people have high interactional rapport with other autistic individuals,

suggesting that they have their own communication preferences instead of having a deficit

of the communication behaviors commonly found in neurotypicals (Crompton et al., 2020).

Although neuornormative beliefs lead to the dehumanization and marginalization of autistic

people, punitive measures, and other epistemic injustices, they continue to be pervasive in

our society (Benson, 2023; Legault et al., 2024; Catala et al., 2021). For autistic individuals,

neuronomativity has often resulted in dehumanizing comparisons to robots, animals, and other

non-human entities, which compounds the importance of ensuring technological agents do not

reproduce these stereotypes (Rizvi et al., 2024; Williams, 2021a).

Prior work in computing research has examined the ways in which technologies may

fail to align with the needs of autistic and other neurodivergent individuals, or contribute to

their marginalization. Autistic people have been notably excluded from the design of robots,

which has resulted in robots often replicating dehumanizing stereotypes in their interactions with

autistic people (Rizvi et al., 2024). While researchers have identified the unique needs, exclusion,

and marginalization of autistic people in other areas of computing research and highlighted

the ways in which technology can be made more accessible for them (Van Driel et al., 2023;

Spiel et al., 2019a; Baillargeon et al., 2024; Begel et al., 2020; Rizvi et al., 2024; Taylor et al.,

2023; Hijab et al., 2024; Zolyomi and Snyder, 2021; Guberman, 2023; Guberman and Haimson,

2023), there is a notable gap in research exploring the perspectives of the people who create

such technologies, particularly their intentionality, perceived and intended impact, and other

ethical considerations of their work. Additionally, it remains unclear how the creators of these

AI systems conceptualize and operationalize humanness in their work, and whether these efforts

perpetuate, support, or challenge neuronormativity.

To address this gap, our work examines the beliefs and experiences of researchers,

designers, and engineers who work on human-like AI technologies (i.e. robots and chatbots). We
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conduct a qualitative study using an interpretative phenomenological analysis of two interviews

and two surveys from each individual participant in our study. Our work also examines the

alignment of their work with neuronormative standards of communication, and the barriers they

face in making their work more accessible and inclusive.

To this end, we investigate the following:

• How do AI system makers conceptualize and implement “humanness” in their systems?

• From the developer perspective, what are the potential ethical and societal impacts of

designing AI systems to mimic human communication?

• How do AI makers’ considerations toward replicating human behavior reinforce neuronor-

mative standards and marginalize autistic individuals?

• What challenges prevent AI developers from incorporating neurodiversity and accessibility

into their design processes, and how can these be addressed?

3.2 Related Work

Advancements in AI increasingly aim to replicate human qualities, yet ethical concerns

arise from how “humanness” is defined, often overlooking the experiences of historically de-

humanized groups such as autistic individuals. In this section, we explore how humanization

is implemented in human-like AI agents such as robots and chatbots, the anti-autistic biases

prevalent in AI, and the ways in which such technologies may perpetuate stereotypes or fail to

align with the needs of autistic people.

3.2.1 Humanizing AI

Origins

Alan Turing proposed a simple and observable test to evaluate whether a machine can

exhibit human-like intelligence through conversation (Turing, 2009). The Turing Test, which

60



ssesses whether or not a judge can reliably distinguish between answers from a human and a

machine (Turing, 2009), is considered a benchmark for assessing AI’s humanness. However, its

emphasis on immitating human behavior raises ethical concerns about which set of humans are

being treated as the gold standard for ’humanness’, especially as the test considers it to be a key

benchmark for intelligence (Murugesan, 2025; Jones and Bergen, 2024). This is particularly

relevant for marginalized groups, such as autistic individuals, who may be unfairly measured

against neuronormative social expectations that AI is also trained to replicate. Despite these

concerns, the test has continued to influence decades of AI research on natural language and

cognition, from early chatbots to modern dialog models (Shum et al., 2018; Xue et al., 2024;

Jones and Bergen, 2024; Murugesan, 2025).

Contemporary Work

From the Turing Test (Turing, 1950) through Weizenbaum’s ELIZA—(Weizenbaum,

1966)—and onward to Breazeal’s sociable robots—(Breazeal, 2003), the drive to humanize

technology has spanned domains from natural language processing to embodied robotics. It

has shaped contemporary research on how robotic appearances and gestures evoke emotional

responses, and continues to inform contemporary HCI work aimed at cultivating trust through

empathetic yet transparent AI (Cuadra et al., 2024; Hauptman et al., 2022). Designers now

consider anthropomorphic (i.e. human-like) behaviors such as voice, facial expressions, or

gestures with ethical frameworks emphasizing user autonomy, cultural sensitivity, and disclosure

of AI’s limitations (Churchill and Wiberg, 2024; Fenwick and Molnar, 2022). While researchers

are increasingly moving toward responsible AI research, such work continues to overlook people

with disabilities, particularly those who are neurodivergent.

Limitations

Recent works continue to build upon Turing’s foundational ideas. For example, one

study on conversational agents highlighted that incorporating cognitive, relational, and emotional
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competencies can enhance user engagement and lead to more human-like capabilities in these

agents (Chandra et al., 2022). Similarly, another paper highlighted the modalities (verbal,

non-verbal, appearance) and footing (similarity and responsiveness) that can help optimize

interactions with end-users by moving toward humanness (Van Pinxteren et al., 2020b). However,

a systematic literature review highlighted many ethical concerns with humanizing AI, such as the

usage of AI to manipulate end-users, for example, by influencing their voting decisions (Abraham

et al., 2023). Importantly, this work does not address the ethical implications of how humanness

is defined and implemented in AI. This issue is particularly significant for autistic people who

have been historically dehumanized due to their cognitive, relational, or emotional differences

(Pearson and Rose, 2021) and have been unfairly compared to robots, with robots frequently and

paradoxically being used as mentors to guide them toward conforming to a constructed notion of

“humanness” (Williams, 2021a; Rizvi et al., 2024).

3.2.2 Accessibility Considerations

A systematic review of chatbot accessibility organized considerations into five categories:

content, user interface, integration with other web content, developer process and training, and

testing (Stanley et al., 2022). This work highlighted the importance of ensuring chatbots use

straightforward and literal language with a single-minded focus for broader accessibility (Stanley

et al., 2022). Similarly, another review detailed accessibility concerns in chatbots, and how they

arise from a lack of support for alternative input methods and assistive technologies, lack of

clarity and consistency, and a lack of simplicity (Zobel et al., 2023). The recommendations

provided in this study included providing navigational assistance, keyboard shortcuts, and

feedback while reducing disruptive factors to improve accessibility (Zobel et al., 2023). A similar

study on pre-existing accessibility guidelines for human-robot interaction research found that

some researchers had considered ad hoc guidelines in their design practice, but none of them

showed awareness of or applied the guidelines in their design practices (Qbilat et al., 2021).

Notably, these guidelines have a lot of overlap with the ones proposed for chatbots, for example,
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both encourage using multiple modals, providing support for assistive technologies, navigation

assistance, and feedback (Zobel et al., 2023; Qbilat et al., 2021).

3.2.3 Anti-Autistic Biases in AI

Prior studies have examined several ways in which AI displays biases through applying

neuronormative standards in their classification of emotions and behaviors, and stereotypical

representations of autism. Notably, one study found training AI on neurotypical data leads to

a mismatch with the needs of autistic users, highlighting the limitations of datasets that do not

include accurate representations of autistic people (Begel et al., 2020). Similarly, prior work has

examined the ways in which AI-powered emotion recognition in speech may perpetuate ableist

biases through their focus on pathologizing the communication behaviors of autistic people,

especially as they build upon foundational work dehumanizing autistic people by comparing

them to computers (Kang, 2023). Additionally, diagnostic voice analysis AI may misclassify

autistic people’s speech as “atypical” or “monotonous” which results in the system making

ableist assumptions (Ma et al., 2023). AI-powered talent acquisition systems may also misun-

derstand autistic people’s behaviors by judging them based on neurotypical standards, resulting

in misclassifying their lack of eye contact as a lack of confidence, for example, and negatively

impacting their overall perceptions of autistic candidates (Buyl et al., 2022). Even generative

AI has a tendency to produce biased representations of autistic people through stereotypical

emotions such as anger and sadness and engagement in solitary activities (Wodziński et al.,

2024).

3.2.4 Robots, Chatbots, and Autism

Anti-autistic biases are prevalent even in chatbots, as one study uncovered that GPT-

4 displays biases toward resumes that mention disabilities, including autism (Glazko et al.,

2024). Additionally, a systematic review of human-robot interaction research found robots may

marginalize autistic people through a power imbalance in their user interactions by acting as
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mentors who help autistic people move toward humanness (Rizvi et al., 2024). Interestingly,

there is a notable contrast between the preferences of autistic people and others when it comes

to robots and chatbots—prior studies found that autistic people have a preference for non-

anthropomorphic robots and chatbots (Ko et al., 2024; Rizvi et al., 2024; Ricks and Colton,

2010), while anthropomorphized chatbots and robots may increase satisfaction for other users

(Klein and Martinez, 2023), particularly those who have a higher desire for human interaction

(Sheehan et al., 2020). This suggests that even the decision to implement human-like traits in

a bot may marginalize autistic users by overlooking their preference in favor of positive user

experiences for other groups.

3.2.5 Creator Perspectives on Ethics and Limitations

Prior work exploring the perspectives of creators suggests that ethical concerns are

not purposefully overlooked, but are rather the result of other practical limitations that can

be addressed to improve the alignment of theoretical ethical beliefs with real-world practices.

For example, one study investigated the ethical caveats of conversational user interfaces by

interviewing both the designers and end-users of chatbots, and identified mismatches between

the designers’ user-centered values, and the resulting user experiences shaped by technical

constraints in the real-world (Mildner et al., 2024). Similarly, another study examined the

thoughts of design leaders toward implementing ethics in commercial technology settings found

that although the designers recognize the importance of inclusive design, they face limitations

due to the pressure to deliver products quickly, which creates a gap between their aspirational

ethical guidelines and their real-world projects (Lindberg et al., 2023). Other works identifying

the needs of machine learning practitioners, designers, and data practitioners has highlighted the

importance of practical tools and guidance in helping bridge the gap between literature on fair

ML research and real-world constraints (Holstein et al., 2019), as unclear best practices makes

them struggle with “ethical correctness” (Dhawka and Dasgupta, 2025).
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3.3 Methods

Our study consisted of a comprehensive methodological approach encompassing virtual

semi-structured interviews, strategic participant recruitment, and rigorous data analysis to explore

participants’ experiences with creating human-like AI, and their perspectives on intersectionality,

accessibility, and neurodiversity accommodations.

3.3.1 IRB Approval and Other Ethical Concerns

Our IRB was approved by the appropriate Institutional Review Board (IRB). Prior to

participating in each portion of our study, the participants filled out a consent form that provided

details on the time commitment, participant and researcher expectations, the nature of the data

being collected, the compensation being provided, and other information about the research

team. Participants were explicitly asked for permission to record their interviews, and were made

aware that they could quit the study at any time at their own discretion.

3.3.2 Participant Recruitment

Our recruitment strategy consisted of purposive sampling, snowball sampling, and

outreach through social media. We recruited participants based on specific eligibility criteria,

including being U.S.-based, at least 18 years old, and employed as researchers, designers, or

engineers working in the development of human-like AI systems. We used purposive sampling to

target a pool of 154 professionals from U.S.-based tech companies and universities specializing

in AI and user experience (UX). These professionals were found through a manual search on the

websites of their employers. We also reached out to community-based organizations to recruit

participants, such as affinity groups supporting underrepresented communities in computing

and AI, nonprofits advocating for disabled and queer individuals in technology fields, and

employee resource groups at tech companies. Finally, we used snowball sampling by inviting

eligible researchers from our networks and those recommended by other participants. We posted
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advertisements on social media platforms, including LinkedIn and Twitter. Ultimately, 16

individuals qualified for and completed the full study.

3.3.3 Study Design

We conducted semi-structured interviews virtually, with each session lasting between 30

and 45 minutes. The study was divided into two sections, with each section having a survey and

an interview. The first section collected data on the participants’ demographics and dived deeper

into their experiences with working on a human-like AI project. The second section focused

more on their views of diversity, disability, and neurodiversity. Due to the nature of the questions

presented in the second part, we alternated the order in which the survey and interview were

presented to each participant to provide counterbalance. Participants were compensated $60 for

their participation, provided in two installments: $30 after completing each section.

The interview and survey questions were carefully-designed to minimize response bias

and gain a deeper understanding of participant perspectives. A collaborative team of researchers

with expertise in software engineering, responsible AI, and security/privacy research developed

the study materials. The interview and survey questions are available in the Appendix A.

Surveys

The study included two surveys, which can be found in our Appendix sections A.1.1 and

A.1.2. The first survey gathered demographic information, including age, gender, socioeconomic

status, education level, disability, race, and marital status with questions taken from previous

studies (Windsor et al., 2015; Ruberg and Ruelos, 2020; Scheim and Bauer, 2019; Spiel et al.,

2019b; U.S. Department of Health and Human Services, 2011; Fallah, 2017; Lee and Ramakrish-

nan, 2020). The second survey explored participants’ views on topics such as intersectionality,

diversity, and workplace accommodations for neurodiversity.
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Interviews

The first interview consisted of carefully designed questions on the design, development,

and testing of a recent project completed by our participants focusing on human-like AI. This

interview also included questions on general accessibility considerations, accessibility for neuro-

divergent individuals, and the broader impact their project may have on shaping the perceptions

of communication norms and the humanness of both their end-users and other AI creators who

build on their work. The questions for this section of the interview are available in our Appendix

Section A.2.1.

The second interview focused on understanding each participant’s views of intersection-

ality, diversity, disability, and neurodiversity. In this interview, we also presented each participant

with scenarios of workplace interactions between colleagues of diverse backgrounds including

different neurotypes that were adapted from a previous study (Rizvi et al., 2021). The identities

of the people in the scenarios were not revealed to the participants to avoid response bias, but

were indirectly communicated through their dialogue focusing on sensory and communicational

differences common in individuals with ADHD and autism. These questions were designed

to dive deeper into the participants’ knowledge and acceptance of neurodiverse identities. The

questions for this section of the interview are in our Appendix Section A.2.2.

3.3.4 Analysis

We used an interpretative phenomenological analysis (IPA) approach to examine the

data collected (Eatough and Smith, 2017). IPA is a qualitative method that explores how

individuals perceive and interpret their lived experiences, typically involving iterative steps such

as immersing oneself in the data, generating initial codes, searching for emergent themes, and

synthesizing these into interpretative narratives (Eatough and Smith, 2017). The method also

requires researchers to ‘bracket’ or set aside their biases at the beginning of the analysis, and

have a data validation process to ensure the analysis results reflect the participants’ experiences
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and perspectives (Smith, 2004). We used this method to gain a better understanding of each

participant’s experiences as they were from diverse professional backgrounds and were working

on different kinds of projects. Additionally, this analysis method benefits from quality and depth

over quantity and breadth, which allows us to concentrate more deeply on the data collected in

our multiple interviews and surveys from each individual (Eatough and Smith, 2017).

The analysis was conducted by a team of four researchers, with the findings validated

by two additional researchers specializing in neurodiversity and accessibility. All interviews

were recorded and transcribed with the participants’ knowledge and consent. To ensure an

unbiased approach, each researcher engaged in a bracketing process by documenting their own

perspectives and biases before beginning the analysis. This process was used to help mitigate

potential personal biases on the findings. Each researcher independently reviewed the interview

transcripts, taking verbatim notes with direct quotes to capture the participants’ experiences.

The team then engaged in iterative group discussions to summarize findings, identify recurring

patterns, and generate codes. These codes and themes were further refined collaboratively and

validated by external experts to ensure the accuracy and rigor of the analysis.

3.3.5 Positionality

This work was led by an autistic researcher with a neurodiverse research team. Although

the researchers have diverse racial, ethic, and gender backgrounds, we are all English-speaking

and US-based. Thus, our work has limitations due to our Western and Anglo-centric perspective.

We acknowledge that due to these limitations, our findings may not be applicable to cultures and

languages, and encourage future work to explore other perspectives.

3.4 Results

We present insights from our interviews and surveys on the experiences and beliefs of

researchers, designers, and engineers working on human-like AI. In particular, their views toward

the accessibility and ethical implications of their work, and its alignment with neurodiversity.
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Table 3.1 provides an overview of our participants’ demographics while Figure 3.1 summarizes

their knowledge and acceptance of the behaviors and traits common in neurodivergent individuals

that may be considered atypical by neuronormative communication standards (Rizvi et al.,

2021; Wise, 2023). The participants were classified as unaccepting, accepting, unaware, or

aware based on their responses to our scenario-based questions in the second interview. For

example, if a participant answered, “that’s weird”, when asked to imagine a colleague who

wears headphones, but said “that’s ok” when we specified the individual does it to avoid sensory

overload, they were classified as being unaccepting but aware of neurodivergence as they

initially displayed bias toward the behavior but understood it may just be a behavioral difference.

Figure 3.1. An overview of
our participants’ knowledge
and acceptance of neurodi-
vergence.

3.4.1 Desirable Traits

Through a qualitative thematic analysis of the participants’

responses during our interviews, we uncovered 12 desirable traits

they implement to make their technologies appear more human-

like. Table 3.2 details the prevalence of each trait, with “per-

sonalized”, and “uses natural language” being the most popular

desirable traits. Notably, traits such as “ethical”, and “compas-

sionate” were less common.

3.4.2 Undesirable Traits

The participants also identified undesirable traits that caused communication breakdowns

with their end-users and resulted in the users getting frustrated or upset with the system. These

traits, shown in Figure 3.2, focused on the behaviors, utility, or appearance of the system. A

bot would be considered “inefficient”, for example, if it took too long to respond, understand

the user, or complete the task specified. Similarly, “dysfunctional” bots were those that offered

incorrect answers or experienced other technical difficulties. The participants also expected
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ID Gender Age Race Education Disability ND Areas
1 M 31-40 White PhD None Yes AI
2 NB 18-22 Two or more

races
Bachelors None Yes AI

3 F 31-40 Other No degree Has disability
(unspecified)

No HRI

4 M 23-30 Asian Bachelors None No AI
5 M 51-60 Black PhD Blind No HCI
6 F 23-30 Asian PhD None No HCI
7 F 23-30 Asian Bachelors None No AI
8 M 23-30 Asian PhD Deaf No HCI
9 F 23-30 Other PhD None No HCI

10 M 31-40 White PhD None No HCI
11 M 23-30 Hispanic or

Latino
PhD None No AI

12 F 23-30 Asian Bachelors None No HCI
13 M 23-30 Two or more

races
PhD None No AI

14 M 51-60 White PhD None No HCI
15 M 31-40 Asian PhD None No AI
16 M 31-40 Hispanic or

Latino
PhD None No HRI

Table 3.1. The demographics of the participants in our study. ND stands for ‘neurodivergent’.

their bots to have appropriate tone based on the context of the communication, the identity of

the user they were interacting with, and the system’s assumed role in the interaction (e.g. as a

boss, teacher, or peer). For example, the bots must not appear to be too ‘child-like’, which can

be avoided by making them speak ‘eloquently’. Another source of user frustration reported by

our participants was a misalignment of their technologies with the participants’ needs. These

misalignments could be cultural, for example, if the bot struggles with a user’s name, or simply

due to their irrelevance to the user’s needs. The most commonly reported undesirable trait was

the bot appearing “uncanny”. As shown in Figure 3.4, this was often the result of the system’s

communicative behaviors, emotional expression, or appearance. Figure 3.3 provides examples

70



Desirable traits Prevalence Examples
Personalized 10 Mimics interactions with family

members, peers, or friends
Uses natural
language

7 Delayed responses, multimodal
communication, organic
conversations

Serious 6 Professional tone, not overly
positive, not funny

Simple 6 Does not contain unnecessary
features

Helpful 5 Offers clarifications, task-oriented,
time-saving tool

Encouraging 3 Perky, has a rewards system
Compassionate 3 Friendly, empathetic, sympathetic
Therapeutic 3 Mimics warm nurse and

interactions with therapists, calming
Emotive 2 Expresses emotions through vocal

and facial cues
Teaches 2 Provides casual learning experience,

teaches sensitive topics
Ethical 2 Safe, private, does not make users

feel watched
Table 3.2. An overview of the different desirable traits and their prevalence as implemented by
our participants in their bots to make them appear more human.
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of the ways these behaviors and traits were described by our participants.

Figure 3.2. A list of undesir-
able traits discussed by our par-
ticipants that may upset or frus-
trate their users.

Figure 3.3. The words used by
our participants to refer to un-
desirable traits and behaviors
that frustrated their users.

Figure 3.4. A breakdown of
the different aspects of a bot
considered uncanny by our par-
ticipants.

3.4.3 Accessibility

Accessibility considerations were mainly discussed by the participants for physical

disabilities or globalization (n=12). Participants highlighted challenges such as language barriers

and technological limitations, including slower devices. P3 emphasized, “It needs to be accessible

to, you know, employees in Malaysia, Denmark, Europe, South America,” while P6 noted issues

such as users not owning personal devices and bots struggling to recognize Indian names, leading

to user frustration. P1 acknowledged the need for accommodations in their app for medical

professionals after drawing a personal connection to a sibling’s vision impairment, noting that

“he uses lots of accessibility tools for his study.” However, this recognition only extended to

physical disabilities. When asked about accommodations for neurodiverse individuals, the

participant stated that they “don’t have an answer for this.” Similar conclusions were drawn by

several other participants who considered and implemented accessibility for physical disabilities

but not neurodiverse conditions (P4, P8, P11). Participant 11, who had implemented colorblind-

friendly accommodations for their bot, mentioned that they were “not sure at all” and that “it’s

not something I consider” when asked about accessibility for neurodiverse individuals. P4
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considered accessibility for blind and low-vision individuals, implementing a screen reader for

their application, but stated that they were “not very sure how it would change their interaction

with the tool” when it came to neurodiverse individuals.

3.4.4 Neurodivergence

Our findings reveal that while some participants demonstrated an awareness of the

unique traits and differences of neurodivergent individuals (n=7), many had not considered their

specific accessibility needs (n=12). For instance, P9 admitted, “I guess those populations are not

really my expertise,” while P13 acknowledged, “I actually don’t know enough, I guess, about

autism to really know how this would affect them.” When prompted, this lack of understanding

often led participants to default to design choices that either eliminated features rather than

adapting them or made assumptions about neurodivergent users’ preferences. For example,

P10 noted that humor could be misinterpreted by neurodivergent users, potentially leading to

a poor user experience, and chose not to include it as a feature. Other participants (P7, P8,

P16) acknowledged the value of customizing system features for various user groups, but also

made assumptions about neurodivergent users’ interaction needs. P16 stated, “[neurodivergent

people] need some kind of motivational behavior from the robot in order to encourage them

to engage during the interaction,” and P7 suggested “some extra persuasive intervention tools”

for neurodivergent people who “suffer from a lack of motivation.” Similarly, P3 assumed their

current system would be “super, super friendly” for neurodivergent users, “even if they have

like issues with spelling, because we have so many ESL workers, there are some tolerances

around [...] not exact matches,” and because the bot “responds with simple things.” None of

these participants directly examined the needs of neurodivergent individuals in their studies.

In contrast, P14 recognized the significant appreciation from neurodivergent communities for

simply being considered during the design process, stating, “For the neurodiverse population [...]

the fact that we were designing for them at all [...] there was an outsized appreciation for that.

And I think that’s basically because they’re a commonly neglected or ignored community.”
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3.4.5 Communication Biases

Participants also made assumptions about communication preferences and behaviors.

Some of these assumptions involved the mode of communication. For example, P11 viewed

text-based communication as “overly robotic”. P12 described switching from a numerical scale

to using words in the bots’ interactions with the user to “humanize” the experience as numbers

felt “unnatural”. Others focused on the tone or content of the communication. For example, P13

perceived overly positive responses as “unnatural”, especially when the bot is prompted to be

angry or hateful toward certain communities. Additionally, some participants made assumptions

surrounding the impact of certain behaviors. P11 believed making their chatbot repetitive and not

providing a direct reward during interactions made it “boring” and “robotic” for the end-users

and negatively impacted their engagement. Participants prioritized emotional responsiveness in

context of their bots’ conversation and often equated this with humanness. P2’s bot was designed

to be remain “empathetic” and “grounded” when discussing serious topics to maintain a calming

environment for the user. P15 was particularly concerned with how empathy was expressed in

the bot’s conversational style and tone, believing “robotic, monotonic advice would make the bot

appear less human.

3.4.6 Neurotypical Bias in “Friendly” System Design

When participants discussed their design choices around making systems “friendly” or

“personable,” they often defaulted to neurotypical social conventions and communication patterns

(Wise, 2023). For example, P3’s emphasis on making their system “cute, perky, and friendly”

reflects assumptions about universal preference for social interaction styles that may not align

with neurodivergent users’ needs who prefer more straightforward systems (Robins et al., 2006;

Rizvi et al., 2024). Additionally, some participants’ systems (P3, P5) prominently featured

an anthropomorphized face, a design choice likely to be less relevant to some autistic users

for whom such conventional facial signifiers of emotion fail to resonate (Zolyomi and Snyder,
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2021; Robins et al., 2006). P7 considered incorporating emojis and believed that emotional

content was key to humanness, saying of their current system: “these kinds of agents don’t

have emotions, so it would probably not be that fluid or, like, more human.” Our participants’

emphasis on emotional facial expression may cause users and researchers to associate a specific

mode of communication via facial expressions with humanity, which misaligns with the findings

of prior work showing autistic individuals prefer interacting with plain and featureless bots over

humanized ones (Robins et al., 2006).

3.4.7 Ethics

The ethical concerns discussed by our participants were centered around privacy, model

biases, and their perceived responsibilities in creating more ethical and accessible technologies.

While participants were questioned about the broader impact of their work, the majority did not

discuss any broader ethical considerations.

Privacy

Participants expressed varying perspectives surrounding privacy. Some participants were

actively working on improving their systems’ privacy. For example, P6 described disabling

certain features to avoid invading users’ privacy, while P12 highlighted efforts to avoid making

users feel surveilled. However, other participants were less concerned with privacy. P10 did

not prioritize privacy due to their focus on Gen Z users, observing generational differences in

privacy attitudes, “Gen Z [are] less concerned about privacy than previous generations.”

Model Bias and Accessibility

Notably, ethical concerns related to AI model biases were raised by HCI-focused partici-

pants (P2, P6, P12) but were absent among AI-focused participants (P1, P4, P13), sometimes

explicitly, as one participant remarked ‘we are machine learning people, not HCI people’. When

discussing accessibility, AI-focused participants often downplayed its necessity. For instance, P1

stated, “I don’t know if [the results of] this model are necessary to be accessible because it’s more
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helpful to the doctors and biologists,” assuming that medical professionals do not have accessibil-

ity needs. Similarly, P11 remarked, “We weren’t UI people; we were ML people,” highlighting a

lack of cross-disciplinary consideration in their designs. Such sentiments were also shared by

other participants who believed accessibility is the responsibility of the product team (P4) or will

inevitably occur when needed as a result of commercialization (P1). Overall, accessibility and

ethics were noted as a future concern or beyond the scope of their responsibilities.

Broader Ethical Concerns

A significant concern was the lack of attention to broader ethical implications, particu-

larly in relation to societal norms surrounding communication. Most participants (n=12) did

not discuss the downstream effects of their work on either future researchers or end-users, par-

ticularly surrounding communication norms. This was especially troubling given the tendency

of participants to mimic existing technologies like ChatGPT, as illustrated by P7: “[We] kept

it really simple and tried to mimic other chat bots, for example, the ChatGPT interface.” Some

of the participants more explicitly mentioned being inspired by communication behaviors that

“humanized” other technologies, such as Duolingo’s bird icon which displays facial expressions

corresponding to users’ engagement (P12). Yet, while the participants noted being influenced by

the communicative behaviors of existing technologies, they did not discuss how their own work

may similarly influence others.

3.4.8 Barriers

While the accessibility considerations mentioned by participants, such as having a

simple interface, and providing navigational assistance were in alignment with prior work on

accessibility standards for robots and chatbots (Zobel et al., 2023; Qbilat et al., 2021), the

implementation of these features faced significant barriers, the most common among them being

their organization’s priorities (P1, P3, P4, P7, P13, P15). As P3 explained, “So accessibility is

probably not [our company’s] strong suit because it’s not a consumer-facing org,” overlooking
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the potential accessibility needs of employees and other end-users. Other barriers included

funding constraints (P12), time limitations (P14), and technical challenges (P10, P11, P16).

3.5 Discussion

Our findings suggest that human-like AI continues to promote neuronormative standards

of communication. We investigate the impact this may have on dehumanizing autistic people

and recommend systemic changes to move toward more ethical research.

3.5.1 When “Uncanny” Meets Stigma: Parallels with Autistic Stereo-
types

Our participants notably described their perceptions of uncanny qualities in their bots

through stereotypes that are often also applied to autistic individuals. In particular, P11 described

text-only communication as “too robotic,” due to a lack of human “warmth” or “natural flow”

in the system’s interactions. Similarly, autistic people are also perceived as being “robotic”

due to differences in their communication behaviors, which include a preference for text-based

communication for clarity and reduced social pressure (Howard and Sedgewick, 2021; Williams,

2021a; Rizvi et al., 2024). This highlights how our participants’ perceptions of “robot-like”

communication may inadvertently reinforce problematic assumptions about neurodivergent

behavior. Similarly, P15 pointed out that certain body movements and microexpressions seemed

“off” or “not quite realistic,” contributing to an overall sense of the system being unnatural or

inauthentic. These comments echo broader societal tendencies to dehumanize individuals who

express emotions in ways deemed “atypical” (O’Connor et al., 2020), a common way autistic

people are marginalized in our society and are often pressured to mask their natural behaviors

despite the negative impact on their well-being (Radulski, 2022).

Further highlighting the ways in which user interactions can be shaped by social stereo-

types that correlate with disability stigma, P16 perceived the robot as more of a child than a

caregiver. The disconnect between the system’s expected competence and its perceived immatu-
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rity caused some user frustration. This echoes the infantilization that autistic people frequently

face (Stevenson et al., 2011), highlighting yet another way in which marginalization ties autis-

tic identities to robot-like attributes (Williams, 2021a). Notably, P15 also drew attention to a

broader distinction between humans and robots: the ability to infer another person’s internal

state from subtle external cues. Similarly, autistic individuals are often accused of lacking a

“theory of mind”— the assumedly universal ability to empathize by putting oneself in another’s

position—according to dominant neuronormative standards (Smukler, 2005). These parallel

perceptions of “deficient” empathy in both robots and autistic people reinforce the belief that

atypical communication or emotional expression is inherently less human.

These participant insights not only emphasize how easily technology can be perceived

as uncanny, but also how such perceptions are linked to normative expectations for communi-

cation, emotional expression, and social intuition. In doing so, they also highlight the risk that

implementing such expectations in bot design in attempts to avoid the uncanny may reinforce

harmful stereotypes about autistic people, who are frequently subjected to similar judgments and

dehumanizing labels.

3.5.2 Humanizing Machines, Dehumanizing Humans

Dehumanization, whether subtle or overt, appears with alarming frequency in inter-group

relations (Kteily and Bruneau, 2017). Subtler forms involve ascribing fewer human emotions or

“complex” traits (e.g. maturity, civility or refinement) to outgroups, while more blatant instances

compare marginalized groups to animals, machines, or primitive beings (Kteily and Bruneau,

2017; Rizvi et al., 2024). Interestingly, in our study, the participants described frustrations with

their bots being perceived as “childlike” or not communicating “eloquently,” exemplifying the

“complex traits” associated with machines that are also associated with dehumanized human

groups. Additionally, our participants often associated behaviors preferred by autistic people,

such as text-based communication, with robots, highlighting an explicit dehumanization of

neurodivergence (Howard and Sedgewick, 2021).
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Such dehumanizing stereotypes can have a serious negative impact on the communities

targeted by them, and thus it is important to address them. They may foster hostility, discrim-

ination, and violence, both systemic and overt (Kteily and Bruneau, 2017). Those subjected

to dehumanization may often experience negative emotions, develop more strained inter-group

relationships, and may respond with reciprocal hostility (Kteily and Bruneau, 2017). To mitigate

such dehumanization, prior work has suggested promoting inter-group contact, challenging

hierarchical views of humanity, and emphasizing shared identities. Additionally, highlighting

the similarities between groups can reduce subtle forms of dehumanization (Kteily and Bruneau,

2017). In fact, prior research has found employing these strategies in the virtual world can

be effective in combating biased behaviors in the real world (Mulak and Winiewski, 2021;

Peck et al., 2013; Breves, 2020; Sahab et al., 2024; McKeown and Dixon, 2017). Thus, the

incorporation of neurodiverse personas and behaviors into interactive AI agents can be a critical

next step in combating dehumanization through the normalization of diverse communication

styles.

3.5.3 Worlds Collide: How Virtual Interactions Impact Reality

Contact hypothesis theorizes that people’s prejudices toward particular social groups

may be reduced through contact with the group, and a systematic review found it does typically

reduce prejudice (Paluck et al., 2019), though there are notable exceptions and limitations (such

as self-segregation) which may impact its effectiveness in the real world (McKeown and Dixon,

2017). However, prior work suggests contact with autistic people and knowledge of autism may

improve autism acceptance among others. One study found familiarity with an autistic individual

may decrease non-autistic people’s negative perceptions of autism (Dickter and Burk, 2021), and

another found providing autism acceptance training to non-autistic people reduces their explicit

biases, improves their understanding of autism, and increases their interest in engaging with

autistic people (Jones et al., 2021).

Researchers have examined the ways in which contact hypothesis occurring in digital
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spaces may impact people’s attitudes in real life, and have found diversity in video games may

lead to more accepting attitudes amongst gamers towards diverse groups (Mulak and Winiewski,

2021). Similarly, other prior works have found that using racially diverse avatars led to less

racially biased behavior in real world interactions (Peck et al., 2013), and even non-playable

characters of diverse backgrounds may decrease users’ explicit biases (Breves, 2020). In another

study, researchers uncovered that conversational agents facilitating contact can improve inter-

group attitudes even among groups that have a long history of conflict (Sahab et al., 2024).

This also shows the important role conversational agents can play in addressing the common

shortcomings of the contact hypothesis, which is strongly dependent on the nature of the contact

as negative contact increases prejudice (McKeown and Dixon, 2017).

Even though there are benefits to promoting more diverse interactions online, our study

evidences that neurotypical communication standards remain dominant in human-like robots and

chatbots. Consequently, neurotypical people rarely gain opportunities to see autistic traits and

characteristics as inherently human, rather than “robotic.” Such exclusion reinforces the harmful

perception that certain behaviors belong in the realm of machines, as they are not represented in

systems designed to be human-like, compounding the marginalization of autistic individuals and

other minority groups. For example, labeling particular behaviors as distinctly “human” versus

“AI-like” can lead to the marginalization of individuals perceived to be using AI (Hohenstein

et al., 2023). These issues can have dire consequences, such as job loss or false accusations

of plagiarism, which disproportionately affect marginalized communities (Giray, 2024). Thus,

the absence of neurodiverse representations of humanness in such technologies is particularly

concerning as they promote the neuronormative belief that there is only one right way to be

a human (Benson, 2023). As media representations play a major role in autism acceptance

in society (Mittmann et al., 2024), it is important to ensure the technologies we create do not

perpetuate biases regarding social norms that often dehumanize autistic people.
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3.5.4 Beyond Conference Policies: Other Recommendations for Sys-
temic Changes

Despite the recent push in publication standards at AI conferences to prioritize ethical

considerations through means such as using ethics statements in submissions, we note that

the broader ethical concerns of their work were not discussed by our participants. Even after

exploring the conceptions of humanness implemented in their technologies, when asked about

the ways these conceptions may influence the perceptions of human interactions in the real world

or with AI held by others, the majority of participants (n=12) believed their work would have no

impact on the way researchers building upon their work and their end-users view communication

behaviors among humans. Similarly, the model biases and their impact were mentioned more

frequently by our HCI-focused participants compared to our AI-focused ones, with the latter

focusing solely on standard metrics such as precision to gauge the effectiveness of systems. This

shows that despite the efforts to encourage more ethical work, AI researchers and engineers still

struggle with understanding or explaining the broader ethical considerations that may arise from

their work.

Not an Afterthought: Centering Ethics in AI Education

While AI technologies impact the lives of many humans either directly or indirectly,

the creators of such systems have a tendency to view human concerns as beyond the scope of

their responsibilities. In our study, participants frequently expressed sentiments such as “we

are [machine learning] people, not HCI people” (P11), and referring to ethical concerns as the

responsibility of others such as the product team (P1, P4). Such beliefs are mirrored even in our

education system, with many AI educators having conflicting and contradictory thoughts toward

ethics (Kamali et al., 2024), and many universities separating those who work on “ethical” or

“human-centered AI” from those who work on more “technical” projects through the creation

of distinct departments or programs. This separation of “technical” and “human-centered”

perspectives may result in the former group receiving inadequate training in identifying ethical
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issues. For example, prior work has found AI courses hosted on YouTube neglected discussing

ethics in favor of more technical content (Engelmann et al., 2024), and undergraduate computer

science students believe ethics are not prioritized, valued, or reward in their training or job

prospects (Darling-Wolf and Patitsas, 2024).

In order to promote more ethical work, it is important for us to critically examine the

separation of what we consider to be “ethical” or “responsible” AI from other forms of AI. Other

engineering professions have standardized professional codes, legally binding standards, and

license examinations, that prioritize safety and ethical concerns for all engineers. There is no

such thing as an “ethical” structural engineer, for example, so why do we have that separation

in AI? If we shrugged off ethical shortcomings as easily in other professions, we would need

to exercise caution in only walking in buildings made by “ethical” engineers, for instance, to

avoid having them spontaneously collapse under our feet. Yet, in the technical realm, the safety,

well-being, and other ethical concerns of the broader general public are routinely sacrificed to be

the “first” or “best” at releasing a product or a feature without any ethical examinations, despite

the magnitude and scale of their impact on others’ lives sometimes being far larger than that of a

single building. Perhaps, it is time we start a more thorough integration of ethics in our training

of future makers, our evaluation of current makers and leaders, and the standards we all must

uphold.

Organizational Support and Priorities

While our participants expressed an interest in making their technologies more accessible,

particularly for users who are international or have physical disabilities, they often mentioned

being limited by their organization’s support and priorities. For example, P3 noted accessibility

was not a strong suit for their company, and reported having to “push" to implement their

considerations to enhance user experiences. They described having limited control over the

overall design of their products, even mentioning that they had more flexibility in their university

projects. In contrast, P15 responded having more support such as established standards for
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accessibility at their organization, and on-going projects that focused specifically on accessibility.

These experiences show the impact organizational priorities can have on promoting or hindering

more inclusive design, as many participants reported technical features were a bigger priority

than user experiences for their organizations. Yet, there is a notable lack of clearly defined

standards for these organizations and, consequently, any accountability for failing to adhere to

them. While researchers have attempted to standardize guidelines for improving the accessibility

of systems such as robots and chat-bots, as noted by prior work and reiterated by our own

findings, these are not well-known even among the people who create these technologies (Qbilat

et al., 2021; Stanley et al., 2022).

Fostering Diverse Teams for Socially Aware Perspectives

An example of an ethical rule from the National Society of Professional Engineers (NSPE)

Code of Ethics states that engineers shall “perform services only in areas of their competence”

(Van de Poel and Royakkers, 2011). Applying such a rule in computing would require us to

pursue interdisciplinary collaborations more fervently, as our work directly impacts the lives and

livelihoods of communities we may not be familiar with but who may be the area of expertise of

other trained professionals.

Indeed, we found the ethical and accessibility considerations that were mentioned by

our participants were often related to their own knowledge and familiarity with the groups they

believed would be impacted by their work. For example, P1 discussed accessibility considerations

for blind/low vision users due to having a personal connection with a blind family member.

Additionally, P2 mentioned implementing trauma-informed features in their work due to their

experiences working with a minority community focusing on tasks that were often traumatizing.

This highlights the importance of our other recommendation, which is fostering diversity in

teams and, in support of the findings of prior work, encouraging greater community involvement

in research studies (Birhane and Cummins, 2019; Rizvi et al., 2024; Begel et al., 2020). We must

give communities decision-making power while developing technologies that impact them, so
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they are not treated as token minorities and are able to shape our work (Rizvi et al., 2024). This

means ensuring they have the power to change the design, implementation, and outcome of our

work instead of merely including their perspectives towards the end of the developmental cycle.

Changing How We Define Success

In our study, many participants linked the humanization of their systems to increased

engagement and better user experiences overall, echoing the sentiments of prior work (Chandra

et al., 2022; Van Pinxteren et al., 2020b). However, the humanization of technological agents

raises ethical concerns toward the trustworthiness of such systems. For example, humanized

chatbots can blur the boundary between the real and the virtual worlds, prompting people to

trust misinformation (Maeda and Quan-Haase, 2024) or even to perceive these bots as genuinely

human. This distortion has already culminated in tragedy, as in the case of a teenager who

developed a fraught, “inappropriate” relationship with a chatbot, became increasingly isolated

from his family, and ultimately took his own life 1. Furthermore, this humanization may be

unnecessary for certain groups of users such as autistic people, who may prefer interacting with

simpler systems (Robins et al., 2006). This leaves us with an important ethical consideration- do

the benefits of humanizing technologies for certain users outweigh the harms this approach may

cause to others? Perhaps we need to consider success metrics that go beyond user satisfaction,

and think more deeply about the impact of our work on the lives of people we may inadvertently

be marginalizing from solely focusing on the needs of the majority.

3.6 Conclusion

While there is a growing interest in humanizing AI agents such as robots and chatbots,

our findings reveal this humanization is often done at the expense of autistic people’s preferences

and broader inclusion in society. The creators of human-like AI who participated in our study

displayed a clear preference for implementing neurotypical standards of communication in

1https://www.cnn.com/2024/10/30/tech/teen-suicide-character-ai-lawsuit/index.html
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their work and often did not consider how this interpretation of humanness may impact their

end-users perceptions of neurodivergent individuals. This is especially concerning as increasing

diversity in the virtual world, and more positive representations of autism in the media have

helped reduce explicit biases (Peck et al., 2013; Jones et al., 2021; Mittmann et al., 2024) among

participants in previous studies, suggesting the impact more positive representations of diverse

communication styles may have on autism inclusion in society. However, traits and behaviors

commonly preferred by autistic people were often compared to non-human entities such as robots,

illustrating the ways in which communication norms explicitly dehumanize autistic people. We

encourage a deeper inclusion of community perspectives, a more thorough integration of ethics,

clearly defined standards, and accountability for organizations in upholding these standards to

mitigate similar biases in future work.
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Chapter 4

Annotator Perspectives on Refining the
Data Annotation Process

4.1 Introduction

As natural language AI technologies become more ubiquitous in our society, it is im-

portant to ensure that they do not marginalize historically ignored populations, including the

global population of autistic people, which currently exceeds 75 million (Organization, [n. d.]).

Mitigating such biases in AI has been explored by prior work at CSCW. This includes under-

standing and mitigating cognitive biases in AI (Boonprakong et al., 2023), and investigating

methods to enhance participatory AI design by better integrating the perspectives of the impacted

stakeholders (Zhang, 2024).

AI biases may harm marginalized communities in various ways. For instance, while

AI tools such as chatbots are being increasingly used in the recruitment process (Koivunen

et al., 2022), and are known to make negative assumptions concerning disabilities (Gama, 2024),

which are reflected in their biases against candidates with disabilities (Nugent and Scott-Parker,

2022). Therefore, it is imperative to identify and mitigate existing inequities perpetuated by AI

which include using language affiliated with disability stigma (Bury et al., 2023). The dynamic

nature of such language and the specialized knowledge required of anti-autistic stigma and

discrimination, make detecting anti-autistic ableism a subjective and particularly challenging

task (Basile et al., 2020; Yoder et al., 2022). As this task has many practical applications
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such as content moderation which are becoming increasingly automated (Lagren, 2023), it is

important to ensure such systems do not contribute to the broader marginalization of autistic

people in our society (Gillespie, 2020; Llansó et al., 2020; Manerba and Tonelli, 2021). Prior

work has demonstrated several limitations of such classification systems, such as reflecting social

biases perpetuated in the annotation process (Davani et al., 2023a) and performing poorly in

regards to fairness and bias (Manerba and Tonelli, 2021). Additionally, existing models are

less sensitive to recognizing hateful speech directed at autistic people, and tend to over-classify

disability-related text as ‘toxic’, which may lead to unfair censorship of community perspectives

(Narayanan Venkit et al., 2023).

Since building high-quality datasets is paramount to the construction of more efficient

anti-autistic detection models, we focus on how this is achieved by improving the data collection

and annotation processes. Even though a systematic assessment of dataset annotation quality

management found that using collaborative approaches contributes to the improvement of overall

dataset quality (Klie et al., 2024) , there is a notable gap in literature exploring such methods,

as previous work at CSCW has focused mainly on the outputs of AI models, rather than the

data itself (Boonprakong et al., 2023; Zhang, 2024; Solyst et al., 2023; Hettiachchi et al., 2021;

Wilcox et al., 2023), and explored other ethical complexities surrounding the data annotation

process. These works have looked at the hidden labors that go into developing data intensive AI

systems (Catanzariti et al., 2021), and other tensions that arise when human judgement is used

to train and fine-tune models (Chandhiramowuli, 2024). For example, as these processes may

oversimplify the contexts being annotated, they have limitations when used in the real-world

(Chandhiramowuli, 2024).

The annotation process is complex by design and can become harder when dealing with

subjective tasks such as hate speech and bias annotations. For example, prior work has found

there is no universally accepted way to talk about autism (Keating et al., 2023). Although 87%

of autistic adults in the US prefer identity-first language, these preferences are dynamic and

subject to change based on the time period, cultural context, and other factors and often reflect
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changes to the connotations of words and phrases (Taboas et al., 2023). This dynamic and diverse

preference in language can make annotation tasks and agreement challenging. Traditionally

researchers have relied on majority voting in these annotation tasks (Klie et al., 2024; Alkomah

and Ma, 2022), which may overlook multiple important perspectives and weigh expert and

less informed annotations equally. Recently, there has been a rising interest in the creation of

alternative paradigms, and models that better reflect this complexity by accepting disagreements

as a feature (Cabitza et al., 2023).

However, not all disagreements are equal as some are inevitable and some should be

avoided. That is, some disagreements may signal a lack of clarity in the guidelines and can be

leveraged to improve task modeling, or may be the result of linguistically debatable cases (Klie

et al., 2024; Plank et al., 2014). This leads us to answer the following research questions:

• What challenges do annotators face that lead to disagreements when labeling anti-autistic

ableist speech?

• How will various annotation processes impact the perspectives of the annotators and

dataset creators toward tasks such as anti-autistic ableist speech detection?

In this paper, we thoroughly examine different annotation strategies of anti-autistic

ableist language, which is subject to a high disagreement. Therefore, through an iterative and

collaborative annotator-centric design process, we refine our labeling schemes and annotation

strategies and examine the thought processes of our annotators and the specific challenges they

face that impact their agreement. We engage six annotators in four annotation iterations. Each

iteration is followed by a group re-labeling task to generate discussions around disagreements. In

the first three iterations, we make adjustments to the granularity of the labels based on annotator

feedback, while the fourth round tests techniques that label sentences based on 1) the labels

designed by our annotators in the third iteration, 2) sentence comparisons, and 3) a black-box

scoring algorithm that assigns labels based on our annotators’ responses to a set of questions.
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Finally, we conduct a virtual co-design session with pre-selected teams where annotators create

their own annotation techniques.

While our work specifically focuses on anti-autistic ableism, our findings may be ben-

eficial for other researchers interested in exploring the annotation processes of other similarly

difficult subjective tasks such as hate speech, biased language, and affect in general.

4.2 Related Work

Research focusing on hate speech detection often includes providing benchmark datasets

that can be used to train models, develop models for hate speech detection, and analyze hate

speech datasets for fairness or bias. This work often focuses on hate speech towards genders

(Lingiardi et al., 2020) and racial groups (Halevy et al., 2021). However, hate speech towards

disabled persons is relatively under-explored (Venkit and Wilson, 2021; Ousidhoum et al.,

2019a), leading to issues with classifiers performing poorly when recognizing ableist language

(Manerba and Tonelli, 2021), and high levels of bias against people with disabilities in toxicity

and sentiment analysis models (Narayanan Venkit et al., 2023).

This social bias, which can further marginalize a community, can influence how people

view them and, thus, how annotators label data and models respond to training. Prior work has

found that large pre-trained language models generate content containing harmful biases against

marginalized communities (Ousidhoum et al., 2021).

4.2.1 Bias in AI Systems

Prior work suggests that word embeddings perpetuate gender bias present in the text

corpus used leading to associating women with being a nurse or other roles, even after debiasing

(Gonen and Goldberg, 2019). Buolamwini and Gebru demonstrate that due to the overrepre-

sentation of white male faces in training data, facial recognition technologies underperform on

darker-skinned individuals (Buolamwini and Gebru, 2018). Such biases extends to hate speech

detection, as research indicates sentences written in African-American English are more likely to
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be incorrectly labeled as offensive by detection models trained on various datasets due to the lack

of diversity in the content collected, and labeling regardless of context (Davidson et al., 2019).

Similarly, researchers have shown that toxicity models often label sentences negatively for the

mere presence of gender identity words (Park et al., 2018) or disability terms (Narayanan Venkit

et al., 2023). For example, “I am a person with mental illnesses” was rated as 7 times more toxic

than “I am a person”, thus highlighting how non-inclusive training on people with disabilities can

have harmful effects on the entire annotation process and resulting detection models (Hutchinson

et al., 2020).

4.2.2 Annotation Process

The annotation process can reinforce biases as different demographic groups label

posts differently (Talat, 2016; Fleisig et al., 2023). However, inclusive training can improve

understanding of disability and ableism and potentially have the same impact for annotators

(Rizvi et al., 2021; Hutchinson et al., 2020). Research shows that the way people judge ableist

actions is determined by the gender of the victim and their disability (Timmons et al., 2024). In

particular, judgments about how people with autism are treated are sometimes justified using

social bias, where autism is defined solely through the idea that it is a ‘deficit’ of certain skills

that technology can detect or remedy (Bottema-Beutel et al., 2021a; Thibault, 2014; Rizvi et al.,

2024). This has affected the way research is done for that community (Spiel et al., 2019a; Spiel

and Gerling, 2021; Spiel et al., 2022; Zolyomi and Snyder, 2021; Rizvi et al., 2021, 2024) due to

the impact of these normative stereotypes (Davani et al., 2023a; Bless and Fiedler, 2014).

4.2.3 Disagreement Management

Despite prior issues, hate speech studies continue to use annotators who may not be

familiar with the subject area and are influenced by stereotypes or may not consider annotator

diversity (Kapania et al., 2023), which can cause low agreement and bias the ground truth based

on majority vote (Sap et al., 2021). For example, prior work highlighted the differences in
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perspectives of annotators who had lived experience with the text topic compared to graduate

student annotators without this experience (Patton et al., 2019). So, in addition to introducing

training, researchers are working to identify the source of disagreements and potential solutions to

avoid using a majority vote for subjective tasks (Sandri et al., 2023). Disagreements can emerge

from differences in content interpretations. Wan et al. developed a disagreement prediction

mechanism that uses annotator demographics and text content to determine where annotators

may disagree (Wan et al., 2023).

Prior work at CSCW has explored ways to handle similar disagreements in collaborative

systems in ways that preserve the diverse perspectives of the collaborators. This includes

emphasizing that both individual thoughts and group interactions are important as they help team

members become aware of each other’s perspectives, which can improve coordination (Randall,

2016). Other work focused on contested collective intelligence by using tools and technology

to help people work together and better understand each other’s different perspectives (Liddo

et al., 2011). They found that both the machine and human annotations brought unique findings

as the machine was better at handling larger amounts of information while the humans were

better at making connections (Liddo et al., 2011). As well, other work has explored methods to

effectively manage dissent in online community moderation, as it may sometimes lead to new

community standards and values (Yu et al., 2019).

We support this prior work by identifying disagreements through consultation and partic-

ipatory design, an underutilized technique for identifying sources of disagreement, and annotator

mental models for hate speech labeling. Our collaborative approach increases our annotators’

understanding of each others’ perspectives, thus providing us with insights on their unique

thought processes and the differences in their interpretations of labels.
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4.3 Methods

In an effort to determine the barriers annotators may experience while annotating anti-

autistic speech, we observe a group annotating an anti-autistic dataset in real time. The annotation

process is done in four rounds, followed by a co-design session. We use ethnographic observation

to center the annotator’s experiences in our results. This section describes the methodologies

used to carry out our annotation study. We focus on both the labeling process and the feedback

from annotators about the process.

4.3.1 Participants

This study is led by an autistic researcher. There are six annotators and one of them is as

a participant-observer who provides an insider perspective during our analysis. One annotator

is a computer scientist who is an expert in text-based hate speech detection and the remaining

annotators were graduate students at American universities. The number of annotators involved

is similar to that of prior studies (Alharbi et al., 2020; Hafid et al., 2022). All annotators received

training on autism before their task assignment through the annotation guidelines available here

1. Four of our annotators are neurodivergent, three were women, and all six were from different

racial and ethnic backgrounds. Our training included information on terms and concepts relating

to autism and a glossary ?? of commonly used terms in the online discourse surrounding autism

from organizations and activists in addition to scientific literature (Greally, 2021b; Âutistic

ûnion, 2012; Sequenzia, 2014; Patra and De Jesus, 2020; American Psychiatric Association et al.,

2013).

4.3.2 Ethics

Our study is approved by the internal review board at our institution. Participants are

warned of the sensitive nature of the data and have access to the services at our institution if

needed. The data for the study came from publicly available datasets (Team, 2019; Go et al.,
1https://figshare.com/s/b7c122c3cda7342b3651
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(a) (b)

Figure 4.1. Presenting the labeling schemes (a) used in all the rounds for score-based labeling
and the logic of our black-box algorithm (b), used in round 4 to dynamically assign scores by
asking the annotators a series of questions about each sentence. In our co-design session, we
used the same labeling scheme as round 4 which was further simplified by annotators as shown
under Co-Design Results in (a).

2009). However, in an effort to protect post authors, we reword each example post shown in the

paper so that it cannot be traced back to a single author.

4.3.3 Data Collection

We select sentences from Sentiment140, a Twitter dataset, and a dataset released from

Reddit in 2015 (Go et al., 2009; Team, 2019) based on the presence of the following keywords:

autism, autistic, r*tard. We pre-process the data by removing duplicates, re-shared posts, non-

English sentences, and removing posts containing any media such as images or URLs, and we

use the resulting corpus (n = 11596) to pull random sets of sentences for the annotators to label.

In order to minimize the possibility of artificial inflation in agreement scores, we use different

sets of sentences for each round of our annotation process, and ensure we collect data from the

participants individually and in different group settings.

Round 1: Separating Implicit and Explicit Speech.
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4.3.4 Annotation Process

We conduct six rounds of annotation to test the performance of various labeling schemes

quantifying anti-autistic sentiments through classifications of their explicitness, ableism, and

relevance. The labels we use in these rounds are shown in Figure 4.1. Each round is concluded

with a group discussion on sentences with high rates of disagreements. These scores are not

shared with the annotators to avoid biased results during the discussions. The new labels

introduced in each round (shown in Figure 4.1) are based on the feedback received from the

annotators during our discussions in the prior round, which we detail below.

Round 1: Separating Implicit and Explicit Speech. We begin by assessing the explicitness of

anti-autistic speech. We define “explicit” ableist speech as sentences that contain slurs,

violent language, or harmful stereotypes. The “implicitly ableist” category includes all

other ableist sentences, including those describing autism as a disease (Kapp et al., 2013).

We create a separate category for “not ableist” sentences.

Round 2: Adding the “Unrelated” Category. We include a new category for ‘unrelated’

sentences that encompasses sentences that may be incomplete, entirely unrelated to autism,

or incomprehensible.

Round 3: Separating Ableism and Anti-Autistic Speech. We separate anti-autistic and ableist

sentences from each other. The “ableist” category includes sentences that contain ableist

language or slurs that are not exclusively directed at autistic people. The anti-autistic

category contains only sentences that are targeting autistic people. We maintain the

distinction between implicit and explicit speech employed in rounds 1 and 2.

Round 4: Consolidating Categories. We drop the ableist label with all sentences being clas-

sified as simply ‘anti-autistic’ or not. We remove the distinction between implicit and

explicit sentences, but preserve the ‘unrelated’ label.
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Round 5: Blackbox Annotation. In this approach, the annotators are not made aware of the

underlying algorithm used for scoring, as shown in Figure 4.1. While the prior labeling

schemes gave annotators the freedom to think through the classification of each sentence

using their own unique strategies, the blackbox technique has a series of pre-defined

questions to guide the annotators’ thought processes. The starting score for each sentence

is set at 0. The final score represents the ‘intensity’ of anti-autistic sentiments expressed in

the sentence. A score of -1 indicates that the sentence is unrelated or needs more context, a

score of 0 indicates the sentence is not ableist, and a score of 3 indicates that the sentence

is explicitly anti-autistic. Sentences that are implicitly ableist, or ableist but not necessarily

anti-autistic will have scores in between 0 and 3.

Round 6: Comparison Annotation. This technique involves creating pairs of sentences, which

are then displayed to annotators in a random order to avoid response bias. The annotators

are tasked with assessing which sentence in each pair is more ableist. This method allows

for the examination of anti-autistic ableism on a spectrum, providing a comparative view

of the severity of ableist sentiments between sentences.

4.3.5 Labels

Our annotation instructions include a description of task steps and label definitions with

examples. The full document provided to annotators can be found in Appendix A.3. Annotators

are asked to classify sentences as either i) implicitly or ii) explicitly ableist toward autistic people,

or iii) not ableist. These definitions are updated accordingly for each annotation task. The full

changes are available in our Appendix. The following definitions are used in rounds 3 and 4 of

our annotation process:

Not-Ableist: Sentences unrelated to autism or disabilities or written by an autistic person

reaching out for help and support.
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Implicitly Ableist: Making assumptions or comments about a disabled person’s abilities that

would not be made about an able-bodied person, which includes inspiration porn, use of

condescending language, and infantilization (Hall, 2019).

Implicitly Anti-Autistic: Sentences that describe autism as an “illness” or “disease”, or focus

on clinical applications such as “curing” or “diagnosing” autism (Richard Woods and

Graby, 2018; Bottema-Beutel et al., 2021a).

Explicitly Ableist: Sentences using slurs for disabled people such as: r*tard, lame, insane,

deluded, moron (Friedman, [n. d.]).

Explicitly Anti-Autistic: Sentences that dehumanize autistic people, contain ableist slurs such

as r*tard, promote negative stereotypes, or express negative emotions such as fear, disgust,

or hatred toward autistic people (Friedman, [n. d.]).

Unrelated/Needs More Context: text that is completely unrelated to disabilities, needs more

context, and/or contains forms of media other than text.

4.3.6 Co-Design Session

We conduct the co-design session via Zoom after the last round with the participants

from round 4 to 6. The session begins with a short discussion on the round 4 sentences, where

the annotators individually annotated the same sentences using the labeling scheme detailed

in Figure 4.1. Participants are then asked to individually re-label sentences, with a researcher

observing to keep track of time. After this, participants are divided into breakout rooms where

they relabel sentences collaboratively with a partner and co-design alternative labels. This is

followed by another relabeling session with a different partner. The session concludes with a

final discussion involving all participants. We provide the participants with a virtual whiteboard
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(a)
(b)

(c)

Figure 4.2. The collaborative re-labeling activities our annotators complete in our co-design
session include assigning labels based on a static scale (a), assigning labels based on our
scoring algorithm (b), and arranging sentences in order (c). These activities are designed to
replicate the scale-based, blackbox, and comparison-based annotation techniques they completed
independently in round 4, before our co-design session.

via Google Jamboard containing sentences to relabel on different slides, with the last few slides

providing them sentences they can refer to while designing their preferred annotation schemes.

4.3.7 Data Analysis

We measure the agreement among our annotators using Cohen’s Kappa scores (Rau

and Shih, 2021) and Krippendorff’s alpha (Hayes and Krippendorff, 2007). The researchers

observe the participants during all of the disagreement discussions and take field notes in an

unstructured manner. The notes focus on why each label was selected by a particular annotator,
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and any feedback on specific labels. The researchers may ask the annotators clarifying questions

as needed to gain a better understanding of the specific label(s) or sentences that may be points

of contention, or the thought process of each annotator to include in their field notes. Through

this process of iterative member checking, we seek to have a more nuanced and accurate

understanding of the participants’ labeling experiences (Chase, 2017).

After collecting field notes from the observations, we conduct an interpretive phenomeno-

logical analysis of the data collected (Smith et al., 2021) by engaging in a structured discussion

to analyze the participants’ feedback and systematically evaluating each label. One of the

researchers provides an insider perspective as they participated in the annotation process. The

researchers critically examine whether any labels are missing, redundant, or require refinement.

The goal of this collaborative analysis is to develop a detailed list of actionable changes for each

label based on the participants’ feedback. For example, if any label receives negative feedback

from a participant, it is flagged for removal or significant modification in subsequent iterations.

Through this approach, we refine the labeling scheme over successive rounds, ensuring it aligns

more closely with the participants’ lived experiences and perspectives as identified during the

observations. Thus, our labeling scheme evolves dynamically, driven by both the data and

ongoing interpretive analysis.

4.4 Results

In this section, we present our findings from the annotation process, highlighting annotator

labeling strategies, sources of disagreement, and outcomes from co-design sessions. Through

discussions, we identify factors influencing perceptions of anti-autistic ableism, such as speaker

identification, explicit slurs, and key term definitions. We examine disagreements and how

iterative updates to labeling schemes can better address the annotators’ needs and refine the

process.
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4.4.1 Annotation Challenges

Our results reveal that the challenges faced by annotators arise due to the complexity of

the labeling schemes, language ambiguity, missing context, and difference in each individual

annotators’ labeling approach. We also uncover that while labeling collaboratively, the annotators

feel less confident in labeling sentences as "not ableist". In order to address these challenges,

we iteratively refine the labeling schemes and definitions introduced in our guidelines to better

accommodate annotators’ needs.

Granularity of Labeling Schemes

While annotators often search for the presence of explicit slurs, they disagree on whether

words such as r*tard should be classified as “ableist” or “anti-autistic”. Therefore, the definitions

of these key terms and their corresponding labeling schemes are iteratively updated– notably in-

creasing in granularity until other annotation techniques beyond the labeling scale are introduced.

During the first 3 iterations, annotators believe a more granular scale may help simplify the task

by creating clearly defined and highly specific categories as opposed to broader labels, which

are more difficult to assess. However, following the co-design session, the annotators reach

an agreement that a binary classification of sentences as anti-autistic or not, wherein sentences

needing more context were classified as “not anti-autistic” will greatly simplify the annotation

task and decrease disagreement.

Specialized Language

The participants highlight semantic concerns arising from the usage of language such as

slang, technical terms, or specialized language unique to a particular field (e.g. tweets discussing

specific legal codes). For example:

“Autism HB451 only covers those having insurance that must follow state man-
dates. How many of us are still left out?”

This sentence requires the annotators to be familiar with the specified house bill of a particular
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state. Thus, they disagree on whether this sentence should be classified as “not ableist” or

“unrelated”.

Due to the specialized nature of such language, participants report having to search for

terms and concepts before assigning labels. The participants note that some of the sentences

were in languages other than English or contain special characters in unicode which are difficult

to comprehend.

Missing Context

A lack of context can create difficulties in distinguishing between implicit and explicit

speech, sentences that are ableist but not anti-autistic, unrelated but not anti-autistic, and sen-

tences discussing controversial entities in a neutral manner. For example:

“[REDACTED] had a bad Autism Speaks race. I feel bad for them.”

This sentence was difficult to label as the context in which the original poster is referring

to Autism Speaks is unclear in this post, and the annotators are unfamiliar with the event being

referenced. Autism Speaks defines itself as an organization raising “awareness” for autism 2 that

autistic activists criticize for perpetuating dehumanizing stereotypes (Thibault, 2014). Therefore,

this sentence may have various connotations depending on the nature of the event, the tone of

the original poster, and other relevant context.

Differences in Annotator Labeling Strategies

We uncover the differences in annotator labeling strategies which contribute to their

perceptions of anti-autistic ableism expressed in the sentences. These include:

1. Source Identification: identifying the source of the text such as the name of the Sub-

Reddit and whether or not the original poster is actually autistic. This may provide more

2https://www.autismspeaks.org/
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context on the tone of the sentences, as sarcasm and other figurative speech may not be

detectable in a single sentence.

2. Explicit Slurs: looking for any explicit slurs and how they are used in the sentence to

determine whether the sentence is anti-autistic or ableist.

3. Overall Impact: assessing the impact the sentence may have on the target group. Annota-

tors look for the presence of violent or graphic language, and assess whether the sentence

will cause any direct or indirect harm to a single person or the entire group.

This practical approach is employed by some annotators to determine whether a particular

sentence should be classified as abelist speech and whether or not it is explicit by nature. For

example, the following sentence has a high level of disagreement among annotators:

“if they have never ‘handled’ an autistic kid before, don’t feel bad! They probably
did not know.. ?”

Annotators find it difficult to label as the original poster’s identity, tone, and impact on autistic

people were unclear. The quotation marks may suggest the original poster was being sarcastic,

or is quoting someone. The missing context makes the sentence too ambiguous for a consensus

on its classification.

Individual vs. Collaborative Labeling Preferences

While annotators seem to prefer a granular approach individually, the results of our

co-design session reveal that in group settings, a binary classification was preferred. Interestingly,

the discussion among annotators reveals that they feel less confident labeling sentences as not

ableist in a group setting, opting for the “unrelated” category instead. Although half of the

annotators select “ableist but not anti-autistic” labels for certain sentences in their third round of

annotations, in the group annotation, only the “explicitly anti-autistic” label is applied to these

sentences, resulting in a binary classification of sentences as either “anti-autistic” or “unrelated”.

After completing the group annotation task, one annotator emphasizes the need to have an
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annotation scheme that allows participants to go back and alter their previous labels.

4.4.2 Agreement Scores

The inter-agreement scores for subjective tasks such as hate speech (Vigna et al., 2017;

Sanguinetti et al., 2018; Ousidhoum et al., 2019a) or other complex tasks such as claim matching

(Kazemi et al., 2021) tend to be low. Therefore, the starting low agreement scores, such as

-.3 in round 1 and .2 in round 2, which can be observed in Figure 4.3, were expected. In

figure 4.3, we share the improvement in our annotator the scores throughout each iteration

from worse-than-chance to moderate agreement. While increasing the granularity of labels by

separating unrelated sentences initially results in an improvement in agreement, we observe little

improvement among rounds 2 and 3 when we separate ableist and anti-autistic speech. This

indicates that making the annotation task more focused on a specific identity (e.g. anti-autistic

speech instead of ableist speech), and less focused on the nature of the speech (e.g. as implicit or

explicit) contributes to large improvements in annotator agreement. As well, it also improves

agreement among our annotator pairs who tend to consistently have lower levels of agreement,

as shown in Figure 4.3. During our co-design session, we observed that the comparison labeling

task requires twice as much time from the annotators as scale-based annotation, as the annotators

have to read through and process two different sentences and then compare them to each other,

which further complicates the annotation task. Comparison labeling ultimately leads to the

lowest agreement among our annotator pairs, while the binary scale consistently gives the highest

overall agreement.

4.4.3 Limitations

We are building upon prior work demonstrating the harms of applying a deficits-based

medical model understanding of autism in research (Richard Woods and Graby, 2018; Thibault,

2014; Rizvi et al., 2024; Spiel et al., 2019a; Kapp et al., 2013). However, this approach is largely

centered on Western perspectives as disabilities including autism are defined in different ways
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(a) (b)

Figure 4.3. Comparing our annotator agreement using different labeling schemes (a) and
annotation techniques (b). Although the granularity of the labels varies as discussed in Section
4.3.4, these scores have been converted to a binary classification of ableist or not ableist to allow
for a fair comparison.

around the world (Keating et al., 2023; Retief and Letšosa, 2018). Additionally, our usage of

person-first language (i.e. “autistic people”) aligns with the perspectives of 87% of autistic adults

in the United States who prefer it over identity-first language (i.e. “people with autism”) (Taboas

et al., 2023). We note these preferences also vary across cultures as prior work has shown there

is no universally accepted way to talk about autism (Keating et al., 2023). While our annotators

are racially diverse, all of them are English-speaking Westerners and thus their perspectives may

not be representative of international and intercultural perspectives. All of these aspects impact

our ground-truth and other conclusions, and therefore our findings may not be generalizable

across different cultures.

Considerations for Automated Content Moderation

Since the language used to describe neurodivergence is constantly changing as cultural

and social attitudes shift, future work should continue to explore the alignment of AI classifi-

cations with current community perspectives to ensure these systems are more accurate. For

example, autistic individuals have reclaimed traditionally pejorative terms into expressions of

identity and empowerment. This includes the label “autistic” itself, which was once utilized as

an in-group insult or out-group slur (Cepollaro et al., [n. d.]). However, these discussions may

103



be unfairly censored by content moderation systems that are not trained to recognize positive

intra-community discussions (Parsloe, 2015). Similarly, these systems may miss discriminatory

language that is not explicit by nature, or language that is considered offensive by the community,

but is still commonly used by others (Bottema-Beutel et al., 2021a). The constant evolution of

formal and informal language on social media platforms creates a continuous challenge for AI

models to adapt and keep pace with these changes. This problem is further exacerbated with the

use of alternative spellings or emojis to bypass content moderation filters (Calhoun and Fawcett,

2023). Hence, there is a critical need for ensuring human-labeled datasets continuously and

effectively incorporate community perspectives if they are used to create automated content

moderation systems.

4.5 Discussion

The importance of examining and mitigating annotator biases have been investigated by

prior works at CSCW (Boonprakong et al., 2023; Zhang, 2024). One of these works focuses

on better integrating the perspectives of the impacted stakeholders, and introduces a dataset

contextualization tool enabling AI practitioners to work toward more ethical systems (Zhang,

2024). While this work focuses on contextualizing outputs, our work contextualizes inputs

by enabling annotators to view the data in context, and collaboratively examine biases and

other limitations. The iterative process with annotator discussions provide us with a clearer

understanding of the difficulties of such tasks, and suggestions from annotators on addressing

these difficulties to increase agreement. We expand on these in the following sections.

4.5.1 What challenges do annotators face that lead to disagreements
when labeling anti-autistic language?

Disagreements among annotators, while often viewed negatively, are essential to the

iterative process. They provide valuable insights into the varying perspectives and interpretations

that annotators bring to the table (Plank et al., 2014). Recognizing and addressing these disagree-
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ments are crucial, as they highlight the necessity for major revisions in annotation guidelines.

The iterative process appears to be more effective in dealing with the fluid nature of subjective

tasks and, in this case, results in improvements to our task guidelines.

Vague Definitions: Clearer definitions of terms like anti-autistic ableism are necessary,

as people’s understanding of and sensitivity toward recognizing such speech were added to the

document. We initially use the following definitions for our labels:

Implicitly Ableist: describing autism using medical terminology such as an “ill-
ness” or “disease”, or focus on clinical applications such as “curing” or “diagnos-
ing” autism

Explicitly Ableist: using ableist slurs, dehumanizing autistic people by comparing
them to non-human entities such as animals, using anti-autistic language that
promotes negative stereotypes, or expressing negative emotions such as fear,
disgust, or hatred toward autistic people.

We updated these definitions in round 4, reflecting the findings of our discussions. Our

initial definitions are written under the assumption that ableist language encompasses anti-autistic

language, and that the explicitness of the speech will matter to the annotators. However, our

annotators struggle to differentiate between ableist and anti-autistic speech. Thus, in round 4,

the aforementioned definition for the “implicitly ableist” label is applied to “implicitly anti-

autistic” speech instead. Meanwhile, the implicitly ableist label’s definition is amended to

include making assumptions about disabled people that would not be made for able-bodied

people, referring to disabilities as “inspiring”, using condescending language such as saying

people “suffer from autism”, and infantilizing disabled people such as calling them “innocent”

or “pure” (Bottema-Beutel et al., 2021a).

Overly Complex Annotation Schemes: Eventually, due to disagreements in their

perceptions of ableist, anti-autistic, and implicit or explicit speech, our annotators’ co-design

an annotation scheme that is binary and hones in on the target group’s identity. By eliminating

the categories defining the nature of the speech as implicit or explicit, the annotators reveal

this aspect is not as important to them as we initially expected it to be. The annotators prefer
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clearly defining and identifying the target group, which they believe can be achieved with an

identity-specific labeling scheme.

Lack of Context: Our annotator discussions show that over half of the difficult-to-label

sentences need more context. This highlights the need to understand how annotators determine

context. It is particularly crucial when labeling implicitly ableist sentences, as figurative speech

like sarcasm is hard to identify without knowing important details like the speaker’s identity.

Our findings indicate the importance of providing annotators with the resources they need to

deduce this context, such as providing more information on the source of the data, or displaying

the sentences in-context from the conversations they were extracted from.

Inadequate Resources: While the right labeling scheme can reduce disagreements to

some extent, training and other resources are necessary to increase agreement further. Most

disagreements arose from different perceptions of intent and the explicitness of speech. In

particular, the impact of speech played a larger role in assessing implicit ableist language, such

as the medical model, for some annotators. This underscores the complexity of the labeling task

and the need for continuous improvement in guidelines and training to ensure more consistent

and accurate annotations.

Annotator Perspectives on Addressing These Challenges:

While prior research has demonstrated that collaborative decisions improve decision

accuracy (Karadzhov et al., 2022), there is a gap in research exploring annotator perspectives

and recommendations, as other works at CSCW have focused primarily on the outputs of AI

models (Boonprakong et al., 2023; Zhang, 2024; Solyst et al., 2023; Hettiachchi et al., 2021;

Wilcox et al., 2023), while we examine the dataset creation process itself.

Our findings contribute to research on mitigating biases and improving participatory

AI by empirically showing that iterative and collaborative processes impact several aspects of

the annotation process and the resulting ground truth data (Boonprakong et al., 2023; Zhang,

2024). When observing the annotators discuss and re-label sentences, we take notes on the
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different issues that are raised, particularly related to our labels and resources provided, such as

the clarity of our annotation guidelines. Through our annotation process, we uncover the details

of the challenges annotators face while classifying sentences and the ways in which they can be

addressed. These findings highlight the importance of applying a more collaborative approach to

subjective classification tasks such as ableist language detection.

Improving Resources: Providing training or orientation sessions can help annotators feel

more confident in their labeling decisions, especially in complex scenarios where the distinction

between ableist and non-ableist speech is not clear. However, other revisions, such as a glossary

of key terms, can help provide more context to diverse annotators such as non-native English

speakers or those unfamiliar with the medical terminology used in autism discourse by providing

clearer and more comprehensive definitions.

Capturing Changes in Perspectives: Another significant outcome of the iterative

process is the annotators’ request to change labels after discussing past annotations with newer

knowledge. For example, an annotator experiences a change in their perception of the following

sentence:

“Atypical response to the expression of fear and limited social orienting, joint
attention, and attention to another’s distress have also been reported in young
children with autism”

While the annotators initially label this sentence as implicitly ableist, following the

discussions, they label it as explicitly ableist. This was due to a change in the annotators’

perceptions of words such as “atypical” being used to describe autistic people, as they gain a

better understanding of neuronormativity or the belief that there is a ‘normal’ brain that autistic

people deviate from (Wise, 2023).

This highlights the dynamic nature of the annotation process and the need to rethink the

implementation of models, especially for subjective tasks. The assumption that a constant model

represents ground truth is challenged by the realization that people’s opinions and interpretations

can change over time. The language used to describe autism, in particular, is controversial due
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to its ties to Nazi eugenics or the broader ableism in our society (De Hooge, 2019). While

functioning labels such as “high-functioning’ or “low-functioning” may still be used to separate

autistic people based on their economic worthiness, these classifications are rooted in eugenicist

beliefs (De Hooge, 2019). Further, researchers have found preferences for person-first language,

i.e. saying person with autism, are influenced by disability stigma (De Hooge, 2019). As we

increase our awareness and understanding of the harms of such speech, it is important for the

technologies that we use to reflect these values (Kapp, 2023).

Simplifying Labels: Furthermore, our findings contribute to prior CSCW research

on mitigating biases and improving participatory AI by empirically showing that iterative and

collaborative processes impact several aspects of the annotation process and the resulting ground

truth data (Boonprakong et al., 2023; Zhang, 2024). The inclusion of annotator discussion

significantly influenced the renaming of the categories (e.g. from ‘ableist’ to ‘anti-autistic’) and

the categorization of labels from granular to binary.

While completing annotations individually, the annotators express interest in a category

for ‘unrelated’ sentences. An example of a sentence which could be classified under this category

is:

“Arse, forgot about a webinar this morning. Now I’ll never know how to secure
virtualised environments”

Following the discussions in round 1, the annotators ask for a separate label for sentences

such as this that are not related to autism or disability. However, during the group labeling

session in round 4, they agree that the ‘unrelated’ and ‘not ableist’ categories can be consolidated

together in a binary classification since such sentences do not focus on autism and therefore can

not be anti-autistic.
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4.5.2 What impact will this design process have on the perspectives of
the annotators and dataset creators toward this annotation task?

Both the annotators’ and dataset creators recognized the importance of testing different

annotation strategies due to a misalignment with their perceptions and the outcomes of the task

iterations. The changes in the annotators’ preferences for labels before and after our tests are

reflective of their understanding of the complexity of classifying anti-autistic langauge.

Annotator Perspectives

Our findings reveal a collaborative annotation process helps improve annotators’ under-

standing of different perspectives. Through this, our annotators propose an approach to simplify

the labels while encompassing different perspectives.

Bridging Perspectives: Through group discussions and the co-design session, the

annotators gain a better understanding of how their peers approach the task. For example, some

annotators try to determine the “impact” the sentence may have on an autistic person, i.e. if the

sentence is promoting violence or harmful stereotypes. However, others focus more on trying

to determine the original posters’ identity or other situational context (e.g. the subreddit it was

posted in) and the tone of the sentence in the classification task. These discussions help both

the annotators and dataset creators gain insights on the disagreements over the classification of

“implicit” and “explicit” hate speech, and the difficulty of defining these labels in a manner that

can serve as a bridge between different individual perspectives and improve agreement.

We find that simply providing the annotators with guidelines and examples are not

sufficient enough as they do not account for the different perspectives of every individual. Our

findings echo the results of prior research as we find group discussions were necessary to help

the annotators gain a better understanding of their peers’ perspectives on the task (Randall, 2016;

Karadzhov et al., 2022). The discussions also encourage annotators to reflect on their personal

challenges, which may not be evident to them in one-on-one discussions. Becoming aware of

the perspectives of their peers helps them identify the similarities and differences that contribute
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to disagreements and makes them aware of their own biases. In other words, removing the

annotators’ isolation may help improve their annotation as it allows them an opportunity to

reflect on a deeper level.

Simplifying Labels: In the early stages of the annotation process, the annotators favor a

more granular approach toward identity-based classification (e.g. separate labels for ‘anti-autistic’

and ‘ableist’ speech). However, there are frequent disagreements among the annotation team

and even the dataset creators on how to separate the two categories. For example, certain slurs

such as r*tard are not exclusively used for autistic people, and may target other groups of people

such as those with intellectual disabilities, which can make it difficult to identify the target

group. However, even if such sentences may not target autistic people directly, they can still be

considered anti-autistic as the slur is also used against autistic people (Botha and Cage, 2022).

Separating ableist speech based on identity adds another layer of difficulty, especially if such

speech intersects and harms multiple communities. During the co-design session, the annotators

believe narrowing the scope to a single identity (e.g. only the ‘anti-autistic’ label), would simplify

the annotation task.

Researcher Perspectives

Through this work, we improve our understanding of the task including how our perspec-

tives as dataset creators differ from the annotators’ perspectives, ways to improve the process,

and other ethical considerations arising from converting a highly subjective task into an objective

classification.

Implicit vs. Explicit Speech: While we initially assumed the distinction between

implicit and explicit ableist speech would be important to annotators, our discussions reveal that

disagreements arise based on their perceptions of the impact of the speech. For example, some

annotators believe referring to autistic people as ‘atypical’ is explicitly anti-autistic as it defines

neurotypicals as the norm and autistic people as deviating from that norm, in alignment with

neuronormativity (Wise, 2023). However, other annotators believe that such speech should be
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considered implicitly anti-autistic as it does not contain any slurs. This collaborative process

encourages reflection on whether the distinction between implicit and explicit speech is important

to preserve as the annotators display a clear preference for its removal.

Considering Impact: The dataset creators also reflect on how the annotators’ varying

approaches to the task can impact the outcome of their results. For example, some annotators

focus on the ‘impact’ of the speech, which they define as how harmful it will be in the immediate

future for the autistic community. This approach has its limitations as for implicit hate speech,

the harms may not be as evident. For example, a sentence such as ‘vaccines will give your

child autism’ may not immediately appear to be harmful, but it promotes misrepresentations and

stereotypes which contribute to the broader marginalization of autistic people in our society.

Creating Flexible Schemes: We also gain deeper insights on the dynamic nature of this

task and how it creates difficulties in the annotation process. We learn the importance of creating

an annotation scheme that is flexible, as annotators express an interest in being able to go back

and re-label certain sentences based on newly gained knowledge. This can be implemented in

a variety of ways. For example, for human-annotated datasets such as ours, we can introduce

an edit feature in the annotation script that allows annotators to update their labels. Further,

other researchers can also implement this through methods such as in-context learning for LLMs

(Dong et al., 2022). While we anticipated such changes due to our ever-evolving understanding

and acceptance of autism in society, we did not expect annotators may be interested in going

back and editing their labels after they had already completed the annotation task.

Avoiding Over-Simplification: We reflect on the trade-off between simplifying the

annotation task while preserving community perspectives. Oversimplifying the task may impact

the accuracy of the classification. In a purely granular scheme, sentences that need more context

will be classified as ‘not anti-autistic’ because some annotators may be unable to identify the tone

of the sentences, even if it appears to be implicitly ableist. Similarly, the reclamation of slurs

by community members may be inaccurately classified as ‘anti-autistic’ if the annotator cannot

determine the speaker’s identity. This can contribute to unfair censorship if such a classification
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is used for content moderation in the real world. This is similar to what happens in hate speech

for terms reclaimed by other communities (Sap et al., 2019).

Improving Resources: These discussions help the dataset creators gain insights on how

the tools we provide to annotators, such as term definitions and annotation guidelines, may be

interpreted in various ways by a diverse group of annotators. Ultimately, these discussions help

us obtain annotator feedback that is useful in refining the task description, resources we provide

to annotators, and the task itself. We find that a collaborative approach will improve the annotator

and dataset creators’ understanding of the task. For example, our annotators indicated that the

definitions and examples we included in our annotation guidelines were not enough as they were

not exhaustive and subject to differences in interpretations. Thus, we introduce a glossary (see

Appendix ??) in our annotator guidelines in round 4 as a dynamic resource that annotators can

update as needed to define any new terms and their connotations as they encounter them in the

annotation process. This glossary is viewed favorably by annotators as the words they identified

during the annotation processes are included. This collaborative resource is different from the

initial definitions and example sentences we provided, which we wrote and edited and could not

be updated during the annotation process.

Ethical Considerations: Finally, these discussions lead us to reflect on the ethical consid-

erations of trying to quantify a dynamic and multi-faceted phenomenon that is largely influenced

by personal biases using a single metric, or in this case, relying on annotator agreements to

determine ‘accuracy’. Ultimately, the biggest limitation of this task for the dataset creators is

the difficulty of converting a subjective task into an objective classification. One of the main

limitations of automating subjective tasks such as classifying anti-autistic hate speech is defining

our ground truth. While the annotators’ perspectives are limited by their own identities and expe-

riences (Davani et al., 2023a), our work as a whole is also limited by how we define anti-autistic

ableism, and how we handle disagreements. For instance, if we have a majority of non-autistic

annotators who are not as sensitive to recognizing anti-autistic speech as our minority autistic

annotators. In such a scenario, our work will inherently center the perspectives of non-autistic
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people especially if we use a majority-wins approach when handling disagreements.

In recent years, researchers have tried to incorporate minority opinions in their ground

truth data in efforts to provide a more granular overview of community perspectives as the

majority opinion may not accurately represent the diversity of opinions (Weerasooriya et al.,

2023). However, it is important to note that the way we define and understand disabilities,

including autism, is ever-evolving, and varies both on an individual and systemic level by

identity, culture, language, and other factors (Retief and Letšosa, 2018; Bogart et al., 2019).

Thus, unless the classification is personalizable and dynamically updates as needed, it is difficult

to truly generate a universal ‘ground truth’.

Future work should include the diverse perspectives of autistic people to find the right

balance between the community’s perspective and the annotators’. Such work can determine

what aspects of anti-autistic speech are important to them so those aspects can be preserved in

the data annotation process. For example, such work can explore whether or not the distinction

between implicit and explicit anti-autistic speech may be more important to autistic people than

it is to the annotators, which can help dataset creators determine the most effective labeling

scheme for their work.

4.6 Conclusion

We adopt annotator-centric and collaborative methods to examine how annotators ap-

proach anti-autistic speech annotations. Our work contributes to CSCW research focusing on

investigating and mitigating annotator biases, adapting participatory AI methodologies, and

testing novel tools and techniques for human annotation (Boonprakong et al., 2023; Zhang, 2024;

Liddo et al., 2011). We address a gap in research focusing on the dataset creation process itself,

as prior research at CSCW has focused mainly on biases in model outputs (Boonprakong et al.,

2023; Zhang, 2024; Solyst et al., 2023; Hettiachchi et al., 2021; Wilcox et al., 2023).

Our findings indicate that collaborative annotation method can help improve the anno-
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tators’ understanding of their peers’ perspectives and their own biases, thus improving their

coordination and agreement on the annotation task. Additionally, we explore the effectiveness

of improving the resources provided to annotators in clarifying and simplifying the task for

them. Future CSCW research can build upon these insights when creating novel annotation tools.

For example, providing a glossary of commonly used terms and their definitions that can be

collaboratively updated by the annotators, and allowing them to re-label certain sentences are

useful adaptations to support diverse annotator teams in labeling ever-evolving language.

We also examine the practical limitations of over-simplifying the annotation task, as it

may lead to community censorship or neglecting hateful content when used in automated content

moderation systems. Therefore, future work must examine the trade-off between preserving

community perspectives while simplifying the task for annotators to determine what aspects of

the labels to preserve. This includes studying the alignment of the sentence classification with

the perspectives of autistic people. For example, in examining whether or not the distinction

between explicit and implicit speech matters in this task to autistic people.

114



Chapter 5

Building a Foundation for Neuro-Inclusive
AI Research with AUTALIC

Trigger warning: this paper contains ableist language including explicit slurs and

references to violence.

5.1 Introduction

Figure 5.1. The example illustrates the importance of labeling sentences in context. The target
sentence alone, shown on the left, is difficult to classify as ableist toward autistic people. Adding
the surrounding sentences, as shown on the right, provides context revealing the original poster’s
reference to the debunked vaccine-autism stereotype, which is tied to anti-autistic stigma (Mann,
2019; Davidson, 2017).

There are several critical frameworks used to define autism (Lawson and Beckett, 2021),
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including the medical model, which defines disability as a “disease” and is one of the most

widely used in computer science research focusing on autism (Rizvi et al., 2024; Spiel et al.,

2019a; Sideraki and Drigas, 2021; Anagnostopoulou et al., 2020; Parsons et al., 2020; Williams

et al., 2023; Sum et al., 2022).

Since this framework defines autism as a deficit of skills, its applications in technology

research largely focus on providing diagnosis and treatment to autistic people (Baron-Cohen,

1997; Begum et al., 2016; Rizvi et al., 2024; Spiel et al., 2019a). This belief also posits

neurotypical behaviors as the “norm” and autism as a “deficit” of these norms, thereby promoting

neuronormativity instead of neurodiversity, which views all neurotypes as valid forms of human

diversity (Bottema-Beutel et al., 2021a; Walker, 2014).

To improve the alignment of AI research with neurodiversity, we present AUTALIC, a

dataset of 2,400 autism-related sentences that we collect from various communities on Reddit,

along with the original context of 2,014 immediately preceding and 2,400 following sentences.

We aim to fill a critical gap in current NLP research, which has largely overlooked the nuanced

and context-dependent nature of ableist speech targeting autistic individuals. Our dataset not only

captures key contextual elements but also incorporates a comprehensive annotation process led

by trained annotators with an understanding of the autistic community, ensuring higher reliability

and relevance. Our final dataset contains all of the labels to capture the nuances in human

perspectives, and allows AUTALIC to serve as a resource for researchers studying anti-autistic

ableist speech, neurodiversity, or disagreements in general.

Through a series of experiments with classical models and 4 LLMs, we find empirical

evidence highlighting the difficulty of this task, and that LLMs are not reliable agents for such

annotations. Our evaluations indicate that reasoning LLMs have the most consistent scores

regardless of the language used in the prompt, thereby indicating a more thorough understanding

of the different ways anti-autistic speech may be identified or may manifest in text. We find that

in-context learning examples provide mixed results in helping improve the task comprehension

among LLMs.
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5.2 Related Work

Anti-autistic ableist language can be diverse in scope. It may include perpetuating stereo-

types, using offensive language and slurs, or centering non-autistic people over the perspectives

of autistic people (Bottema-Beutel et al., 2021a; Rizvi et al., 2024; Darazsdi and Bialka, 2023).

While abusive language detection systems can help identify such speech, they are known to

demonstrate bias (Manerba and Tonelli, 2021; Venkit et al., 2022), with even LLMs perpetuating

ableist biases (Gadiraju et al., 2023a). Additionally, anti-autistic ableist speech remains under-

studied, which is concerning given that classifiers trained on multiple hate speech datasets have

shown a failure to generalize to target groups outside of the training corpus (Yoder et al., 2022).

Although the language used to describe autism varies, prior studies with autistic American

adults found 87% prefer identity-first language over person-first language (Taboas et al., 2023).

Person-First Language (PFL) centers the person (e.g. “person with autism”), while Identity-First

Language (IFL) centers the identity (e.g. “autistic person”) (Taboas et al., 2023). Supporting

this finding, other researchers have found that viewing autism as an identity may increase the

psychological well-being of autistic individuals and lower their social anxiety (Cooper et al.,

2023).

Ableist language online varies, may manifest in different ways and is ever-evolving

(Heung et al., 2024; Welch et al., 2023). However, toxic language datasets focusing on hate

speech and abusive language have often addressed disability in general terms but have not

explicitly focused on autism (ElSherief et al., 2018; Ousidhoum et al., 2019b). To our knowledge,

there are no previous datasets specifically focused on anti-autistic speech classification, and

only 3 of the 23 datasets for bias evaluation in LLMs focus on disability (Gallegos et al., 2024).

LLMs may be limited in that they lack an acknowledgment of context, which leads to higher

rates of false positives when classifying ableist speech (Phutane et al., 2024). These limitations

are also found in toxicity classifiers, which excel primarily at identifying explicit ableist speech

but may otherwise perpetuate harmful social biases leading to content suppression (Phutane
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et al., 2024). Toxic language detection models, including LLM-based models, have been found

to exhibit strong negative biases toward disabilities by classifying any disability-related text

as toxic (Narayanan Venkit et al., 2023). Further, LLMs have been observed to perpetuate

implicitly ableist stereotypes (Gadiraju et al., 2023b) and bias (Gama, 2024; Venkit et al., 2022).

This, unfortunately, can sometimes be due to a research design that overlooks intra-community

and disabled people’s perspectives (Mondal et al., 2022), as well as autistic people’s views,

which may lead to harmful stereotypes (Rizvi et al., 2024; Spiel et al., 2019a). We make a step

towards addressing these issues by building a dataset that focuses on ableist speech and autism

by including autistic people’s perspectives during the annotation processing as recommended by

(Davani et al., 2023b). AUTALIC contains all its labels and will also be useful for researchers

interested in leveraging disagreements for difficult classification tasks (Leonardelli et al., 2021;

Pavlick and Kwiatkowski, 2019).

5.3 AUTALIC

To build AUTALIC, we collected relevant sentences containing autism-related keywords

from Reddit using the methods described in Section 3.1. The collected sentences were labeled

by trained annotators, as discussed in Section 3.2.

5.3.1 Data Collection

We identify a methodology for curating sentences related to autism similar to prior

datasets by collecting English-language sentences from Reddit (Overbay et al., 2023; Wadhwa

et al., 2023; Njoo et al., 2023; Antoniak et al., 2024; Sabri et al., 2024; Allein and Moens, 2024;

Buz et al., 2024). The limitations of this method are detailed in Section ??.

Data Collection Criteria

We select Reddit as our source based on its popularity, focus on text-based content, and

fewer API restrictions than X at the time of our data collection in January 2024. We search for
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Figure 5.2. An example of a sentence from our dataset. The search keyword is shown in red,
while the word in blue is an example of a word defined in our glossary.

keywords using the default search settings, which filters posts based on relevancy by prioritizing

rare words in the search query, the age of the post, and the amount of likes and comments it

has. 1 The search terms include “autis*”, “ASD”, “aspergers”, and “disabilit*”; the full list is

available in the Appendix, Table B.1.

We use the identified search terms to collect the target sentence instance containing

our keywords, to be labeled by the annotators, and the sentences preceding or following target

instances to provide additional context.

We collect 2,400 target sentences, with 2,014 preceding and 2,400 following them.

Finally, we split our dataset into three parts by randomly selecting and assigning 800 unique

target sentences to create three segments that were each annotated by a group of three annotators.

The average number of likes on each post included in the AUTALIC dataset is 1,611.59.

Table 5.1 details the subreddits from which the most significant number of sentences were

extracted from. With the exception of r/AmITheAsshole, all of the other subreddits are autism-

related.
1https://support.reddithelp.com/hc/en-us/articles/19695706914196-What-filters-and-sorts-are-available
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SubReddit Sentence Count
r/Aspergers 116

r/Autism 88
r/AmITheAsshole 39
r/AutisminWomen 37
r/AuDHDWomen 24

Table 5.1. The subreddits with the most sentences included in the AUTALIC dataset and the
number of sentences extracted from each.

Data Curation

As some of the identified keywords may appear in other contexts, we perform an exact

word search for the acronyms to ensure unrelated words that might contain our acronyms are

excluded from the search as they go beyond the scope of our dataset. For example, we searched

for “applied behavioral analysis” and a case-sensitive search for “ABA”, which is a form of

therapy intended to minimize autistic behaviors such as stimming (which is often used for self-

soothing) (Sandoval-Norton et al., 2019). Similarly, we exclude any posts that are not written in

English using the Python package langdetect and posts that contain images, videos, or links. 2

Final Dataset

Our final dataset includes 2,400 sentences from 192 different subreddits. To protect our

annotators’ privacy, we have anonymized individual label selections.

While nearly a quarter of the posts in our dataset were published in 2023, the range of

publication years is 2013-2024. Figure 5.2 shows an example of a sentence from our dataset that

uses both a search keyword and a word defined in our glossary described in Section 3.2.2.

5.3.2 Data Annotation

Annotator Selection

We recruit nine upper level undergraduate researchers as volunteer annotators and ran-

domly assign them to annotate different segments of the dataset. We ensure that their involvement

2https://pypi.org/project/langdetect/
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in our annotation process is voluntary, informed, and mutually beneficial. In particular, some

participants choose to volunteer because they care deeply about the subject matter and wish to

contribute to improving AI for autistic people. We select participants for whom this collaboration

would provide relevant and valuable professional experience, grant them opportunities to engage

in other aspects of the research, and provide mentorship and authorship recognition in accordance

with the ACL guidelines.

We prioritize the well-being and autonomy of our annotators by providing full disclosure

of the research process and subject material prior to their participation. We supply relevant

trigger warnings, discuss the nature of the content in detail during an orientation session, and

allow annotators to make an informed decision about whether they wish to proceed. We make

them aware that they are free to withdraw from the study at any point.

Our annotators are US-based, culturally diverse, and include people who grew up outside

the United States. They are all fluent in English. Four of our annotators are gender minorities,

and at least three self-identify as neurodivergent. Although we ensure the annotators were

from diverse backgrounds during our recruitment process, due to the collaborative nature of our

annotation process, we do not share the individual details of their identities. We also note that

any personally identifiable information was destroyed upon the conclusion of our analysis and

not shared outside of our research team.

Annotator Training

We provide a virtual orientation to all annotators explaining the history of anti-autistic

ableism, examples of contemporary anti-autistic discrimination, and a brief overview of the

annotation task.

The orientation begins with a discussion of the medical model approach to autism and its

link to the Nazi eugenics program (Waltz, 2008; Sheffer, 2018). We define neuronormativity

as the belief that the neurotypical brain is “normal” and other neurotypes are deficient in

neurotypicality (Wise, 2023). We dive deeper into the medical model by discussing its impact on
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the self-perceptions and inclusion of autistic people in our society, such as an increase in suicidal

ideation and social isolation among autistic people who mask or hide their autistic traits (Cassidy

et al., 2014, 2018). Then, we cover the shifts in perspectives that emerged due to disability

rights activism (Rowland, 2015; Cutler, 2019), and define neurodiversity as the belief that all

neurotypes are valid forms of human diversity (Walker, 2014).

To explain the annotation task, we provide examples of sentences similar to what they

may encounter while annotating. For example, we discuss how the inclusion of “at least” alters

the connotations of the following sentence:

At least I am not autistic.

With just a minor change, the sentence can have an ableist connotation as it implies relief in

knowing one is not autistic, as if it is shameful or wrong.

We also introduce our glossary to the annotators as a dynamic resource that can be altered

as needed. This glossary contains words that may appear in autism discourse online that may

not be commonly known to others. These include medical acronyms, slang, and references to

organizations and resources commonly affiliated with the autistic community (such as Autism

Speaks). An excerpt of our glossary is available in our Appendix section B. We conclude our

orientation by providing a brief tutorial video demonstrating how to run the script that will guide

each annotator through the annotation task.

Data Labeling

After completing the training, we assign each of the three segments of the dataset to three

randomly selected annotators. Each annotator is assigned 800 unique sentences, with a goal of

completing 200 annotations each week over four weeks. Annotators select from three possible

labels for each sentence: “Ableist,” “Not Ableist,” or “Needs More Context.”

Ableist (1): We ask our annotators to select this label if a sentence contains ableist

sentiments as defined by the Center for Disability Rights: “Ableism is a set of beliefs or practices

that devalue and discriminate against people with physical, intellectual, or psychiatric disabilities
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Label Definition Count
-1 unrelated to autism or

needs more context
595

0 not ableist 5,582
1 ableist 1,023

Table 5.2. An explanation of the labels used in our classification task and the resulting counts of
each label from all 9 annotators combined.

and often rests on the assumption that disabled people need to be ‘fixed’ in one form or the

other.”3

Not Ableist (0): Annotators select this label for sentences that describe positive or

neutral behaviors and attitudes regarding autism, or posts written by an autistic person reaching

out for help and support. This includes individuals using medical terminology in a personal

context (e.g., “I need therapy”), intra-community discussions, and general discussions of medical

processes (unrelated to neurodivergence). Some examples of statements labeled as not ableist

are: “I am autistic”, “As an autistic person, I think. . . ”

Needs More Context (-1): This label is used for sentences an annotator is unable to

definitively categorize as ableist or not ableist even with the contextual sentences provided. This

category includes text that is entirely unrelated to disabilities or remains ambiguous without

additional context.

The number of times our annotators assign each label is detailed in Table 5.2. To calculate

our agreement scores, we consolidated labels -1 and 0 together based on feedback from our

annotators that unrelated sentences needing more context could be classified as not anti-autistic

in a purely granular classification.

While we use the majority label as the ground truth in our analysis, in our public

dataset, we will be releasing the individual labels from each annotator due to a growing interest

in embracing disagreements for such classification tasks in NLP (Leonardelli et al., 2021;

Kralj Novak et al., 2022; Pavlick and Kwiatkowski, 2019; Plank, 2022; Plank et al., 2014).

3https://cdrnys.org/blog/uncategorized/ableism/
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Our dataset contains 2,400 sentences labeled as containing anti-autistic ableist language

or not. The labels are obtained by calculating the mode from the three annotators of each data

segment. Using this methodology, 242 target sentences contain examples of anti-autistic ableist

language (10% of total), and 2160 sentences do not (90% of total).

Providing Context

While we provide additional sentences for context, the annotators are instructed to

annotate the target sentence exclusively and only refer to the other sentences for additional

context, such as determining whether the sentence is part of an intra-community discussion or

the use of figurative speech (i.e. sarcasm). Figure 5.1 provides an example of a target sentence in

context.

In this example, it is difficult to determine whether or not the writer had ableist intent, as

it can be interpreted in multiple ways. For example, they can be critiquing the medical model, as

many autistic activists do, thereby making it non-ableist. Or they could be genuinely promoting

ableist misrepresentations. The contextual sentences help the annotators better understand the

writer’s intent.

With these sentences, it is apparent that the writer is referring to the harmful and widely

discredited association of vaccines with autism, which not only promotes anti-autistic ableism in

society but also puts people’s lives at risk by spreading disinformation about the benefits and

harms of life-saving vaccines (Gabis et al., 2022; Taylor et al., 2014; Hotez, 2021).

Throughout the annotation process, annotators can edit previous annotations based on

new knowledge to account for changes in language usage and connotations and the annotators’

dynamic understanding of ableism.

Disagreements

The average Fleiss’s Kappa scores are 0.25. This score underlines the difficulty of our

classification task, which is apparent from the findings of prior works (Ousidhoum et al., 2019b),
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Figure 5.3. An example of a sentence from our dataset, shown in red, with a high level of
disagreement among annotators.

including a quantitative assessment of tag confusions that found the majority of disagreements

are due to linguistically debatable cases rather than errors in annotation (Plank et al., 2014).

Examples of such cases are provided in our Appendix section B.

We analyze the sentences with the highest levels of disagreement in our dataset. In 100

of these posts, we observe:

1. a tendency to use the medical model terminology or stereotypes (n=48)

2. a need for additional context beyond the sentences we provided

Figure 5.3 contains an example of a sentence with a high disagreement among our

annotators. While functioning labels are considered ableist due to their eugenicist approach of

categorizing autistic people based on their perceived economic value (De Hooge, 2019), it is

difficult to determine whether the original poster is autistic or not. The context is important

here as classifying a sentence such as this as “ableist” can lead to unfair censorship if the

original poster is a self-diagnosed autistic person seeking advice. Therefore, these sentences

were ultimately classified as “not ableist” in AUTALIC.
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Our analysis reveals a moderately strong negative correlation between the task completion

time and agreement with other annotators that is statistically significant (R =−0.644, p-value:

0.0096). This highlights the importance of our orientation as we provided it simultaneously to

the annotators. The annotators who completed their task immediately after our orientation had

higher agreement.

5.4 Experiments

5.4.1 Experimental Setup

We test the performance of different types of models on our dataset, including LLMs.

These models are selected based on their diverse range of complexities. We also fine-tune BERT

(Devlin, 2018) on our dataset to test classification.

Models

We use logistic regression (LR) with Bag of Words as the features, and using 80%-20%

train-test split of the AUTALIC dataset.

Fine-tuned BERT

We also utilize fine-tuned BERT (Devlin et al., 2019) as a baseline for LLM experiment

results, using an 80%-20% train-test split. The F1 scores for LR and BERT (both pretrained and

fine-tuned) are presented in Table 5.3 alongside all LLM results.

Prompting LLMs

With our baseline established, we use the LLMs Gemma2 (Team et al., 2024), Mistral

(Jiang et al., 2023), Llama3 (Dubey et al., 2024), and DeepSeek (Guo et al., 2025) to classify the

sentences in our dataset, and we adjust the prompts to compare each LLM’s performance. Due

to limitations in computational resources, we are unable to fine-tune the LLMs.
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Prompts

Due to the ever-evolving nature of language and variations in preferences among autistic

individuals (Taboas et al., 2023), we use three different kinds of prompts to measure the consis-

tency LLMs have in their understanding of anti-autistic ableist speech. These prompts include

person-first (i.e. ’people with autism’), identity-first (i.e. ’autistic people’), and conceptual (i.e.

anti-autistic) language.

We keep the default parameters for each LLM to maintain consistency, and prompt them

with the following questions:

For each target sentence, respond to the following questions with 0 for no or 1 for
yes. Refer to the preceding and following sentences if more context is needed.

• Is this sentence ableist toward people with autism?

• Is this sentence anti-autistic?

• Is this sentence ableist toward autistic people?

We include each sentence from AUTALIC after the aforementioned questions in our full

prompt. In addition, we provide preceding and following context for each target sentence to

the LLM to mimic the level of the information supplied to human annotators. We run two

sets of experiments with each LLM: one that uses zero-shot prompting, and another containing

engineered prompts for in-context learning verbatim from the definitions and examples provided

in our annotator orientation (Appendix Section B.2).

5.4.2 Experimental Results

Fine-Tuning

Our experiments reveal that utilizing BERT for this classification task can lead to high

rates of censorship. As BERT (unlike the other LLMs tested) is not pre-trained with instructions,

we obtain its results after fine-tuning on AUTALIC. While the pre-trained BERT model showed

poor performance indicating that it was ineffective at identifying anti-autistic ableist speech, after

fine-tuning on AUTALIC, the model’s performance improved dramatically across all metrics,
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Baselines
Model Result PT FT
LR 0.20 – –
BERT – 0.43 0.90

Simple Prompting
LLM PFL IFL AA
Gemma2 0.23 0.19 0.33
Mistral 0.28 0.27 0.34
Llama3 0.09 0.10 0.15
DeepSeek 0.58 0.57 0.59

In-Context Learning
Gemma2 0.25 0.24 0.34
Mistral 0.31 0.24 0.34
Llama3 0.14 0.14 0.11
DeepSeek 0.55 0.56 0.55

Table 5.3. The F1 scores of various models using person-first (PFL), identify-first (IFL), and
conceptual anti-autistic (AA) prompts with and without in-context learning examples for each
LLM. The best scores for each model are in bold.

indicating that it performs better at predicting ableist speech correctly, has fewer false positives,

and has a higher sensitivity to recognizing ableist speech.

Human-LLM Alignment

Our assessment reveals that LLMs have low levels of alignment with human perspectives

and the perspectives of other LLMs, which makes them unreliable agents for such classification

tasks. We assess this alignment through a measurement using Cohen’s Kappa scores. The scores

shown in Figure 5.4 indicate the highest level of alignment was demonstrated between Gemma2

and Mistral (k = 0.34). No LLM demonstrated alignment with our human-annotated dataset,

although DeepSeek’s alignment was notably higher than the others. Overall, the LLMs had

low levels of agreement with human perspectives (M = 0.091,SD = 0.110). This indicates that

LLMs with less than 10 billion parameters struggle with the task of classifying anti-autistic

ableist language, even when provided with in-context examples.
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Figure 5.4. The mean Cohen’s Kappa scores of each LLM comparing the agreement with human
annotators and other LLMs.

In-Context Learning

After providing the in-context learning examples, Llama3 (+22.96%) and Gemma2

(+12.68%) display the biggest relative improvement in F-1 scores, indicating that both models

benefit from the examples. In particular, we find our ICL examples resulted in large relative

improvements in consistency of scores regardless of the language used in the prompts for each

LLM. For example, providing Llama with examples helped decrease its relative change in F1

scores from 67.49% to 17.4% when switching from PFL to conceptual prompts, indicating a

better understanding of the connection between anti-autistic ableism and ableism toward autistic

people.

Understanding Ableist and Anti-Autistic Speech

Our results with prompt engineering reveal that anti-autistic ableism is too abstract of

a concept for LLMs to recognize, providing empirical evidence that their current reasoning

abilities are not inclusive of the perspectives of autistic people. LLMs struggle with identifying

anti-autistic speech regardless of the terminology used, further indicating they are unreliable

agents for data annotation tasks.
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Table 5.3 displays the results of prompt engineering using either person-first or identity-

first language and using “anti-autistic” to describe this form of ableism in more conceptual terms.

Notably, switching from PFL or IFL to conceptual language in the prompts resulted in the largest

relative changes in scores. For instance, prompting Llama with "is this sentence anti-autistic?"

instead of "is this sentence ableist toward people with autism?" resulted in a relative increase of

67.49%. These results show that LLMs struggle with understanding that “anti-autistic ableism"

and “ableism toward autistic people" refer to the same phenomenon. Even after providing the

ICL examples, the relative change in F1 scores between different prompts was as high as 32.66%

for Gemma2.

Interestingly, DeepSeek, the only reasoning LLM we test in our study, has the best

results and highest consistency out of all the other LLMs. Although its agreement with human

annotators is low (k : 0.11), it is still double that of all other LLMs, as shown in Figure 5.4. This

highlights the difficulty of this task, as more advanced reasoning is required to understand the

nuances of anti-autistic ableism, including the terminology we use to describe such speech.

5.4.3 Discussion

Classifying anti-autistic ableist speech is challenging even within a Western, English-

speaking context, since perceptions of what constitutes anti-autistic content differ significantly

even among autistic individuals (Keating et al., 2023). Factors such as personal experiences,

cultural norms, and evolving discourse around autism advocacy can influence each individual’s

perception of or sensitivity toward recognizing toxic speech, making it difficult to establish a

consistent classification scheme (Ousidhoum et al., 2019b; Bottema-Beutel et al., 2021a; Taboas

et al., 2023; Kapp et al., 2013). While developing AUTALIC, we standardize our definition of

anti-autistic ableist speech by providing our annotators with an orientation and a glossary. These

resources are developed in alignment with the perspectives of autistic people (Bottema-Beutel

et al., 2021a; Taboas et al., 2023; Kapp et al., 2013).

Our experiments demonstrate the importance of AUTALIC in aligning LLM performance
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to human expectations in the contexts of autism inclusion and ableist speech classification.

Through our experiments, we provide empirical evidence of the current limitations of using

LLMs and traditional classifiers to identify expressions of anti-autistic ableism. These limitations

include: a misalignment with human perspectives, a lack of understanding of the concept of

anti-autistic ableism, and a lack of agreement with each other even with in-context learning

examples. Each of these limitations adds to the challenge of utilizing LLMs as reliable agents

for such tasks.

Standard pre-trained models such as showed poor performance, reinforcing the need

for specialized fine-tuning. However, even after fine-tuning BERT on the AUTALIC dataset,

our experiments reveal a high rate of false positives, which can lead to unfair censorship if

BERT is employed for this task. Additionally, our results reveal that even state-of-the-art LLMs

exhibit low agreement with human annotators on this task, further emphasizing the challenges of

detecting subtle forms of ableism using generic models. DeepSeek has the best performance out

of all the LLMs in our study, further demonstrating the difficulty of this task, as it is the only a

reasoning-focused LLM in our study.

5.5 Ethics Statement

The data collected for our small-scale and non-commerical research is in compliance

with Reddit’s API limits and policies (Reddit, 2023a,b). All the sentences in our dataset are

publicly available, and we follow the methodologies of prior work in our data collection process

(Atuhurra and Kamigaito, 2024).

We specifically recruit annotators for whom this collaboration and resulting paper author-

ship would be mutually beneficial, and provide a comprehensive overview of the task to ensure

they make an informed decision to participate. Some of our annotators chose to volunteer as

they care deeply about neurodiversity and autism inclusion.

We received IRB approval from our university’s review board and identified volunteer
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annotators through our association with various academic groups. Given the sensitivity of the

content, we provided annotators with appropriate trigger warnings, ensuring they could work at

their own pace or withdraw from the study if necessary. Additionally, we connected the members

of each annotation team to enable discussions on the content and annotation process as needed.

While our dataset and citations will be made available to the academic community,

commercial use of the dataset is not allowed due to the size and nature of the data. As our

knowledge of anti-autistic ableism continues to evolve, AUTALIC’s classification might become

outdated. While we will be adding disclaimers if needed to reflect these changes, we still

encourage researchers building upon our work to stay updated on the latest semantics by referring

to the perspectives of autistic scholars, activists, and organizations. Refer to our Appendix section

B for our Guidelines for Responsible Use.

5.6 Conclusion

In this paper, we introduced AUTALIC, the first benchmark dataset focused specifically on

the detection of anti-autistic ableist language in context. Through the collection and annotation

of 2,400 sentences from Reddit, we aim to fill a critical gap in current NLP research and improve

its alignment with neurodiversity.

Looking forward, AUTALIC paves the way for significant advancements in content

moderation systems, hate speech detection models, and research on ableism and neurodiversity.

We envision this dataset as a cornerstone for future work in addressing bias against autistic

individuals and fostering a more inclusive digital environment. By sharing this resource with

the broader research community, we aim to catalyze the development of more equitable NLP

systems that better serve underrepresented and marginalized groups.
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Chapter 6

Conclusion

Foundational research has defined ‘artificial’ or machine intelligence as its ability to

mimic human communication (Turing, 1950), and this definition continues to serve as a bench-

mark for AI even today. As human-like AI agents such as robots and chabots become increasingly

popular in our society, it is important to address ethical concerns surrounding the ways humanness

is defined and implemented in such technologies. Autistic people have been historically dehu-

manized due to their unique communication styles which are viewed as a ‘deficit’ of neurotypical

social skills under neuronormativity. Through a series of data-driven and participatory studies,

this dissertation explores the origins, prevalence, and impact of these biases, demonstrating the

necessity and potential of neuro-inclusive approaches in AI research and development. Our

findings indicate that shifting narratives about autism away from a deficits-based perspective and

offering more inclusive communication training to non-autistic people can help foster autism

inclusion among technology workers. However, such work is underexplored in agents designed

to replicate humanness as we found robots replicate dehumanizing power imbalances, and 90%

of them are developed without feedback from autistic end-users. To improve the representation

of autism-related data in AI, we created AUTALIC, which provides researchers with a practical

benchmark to assess and mitigate anti-autistic biases while minimizing community censorship

in ableist speech classification. Our evaluation of state-of-the-art large language models on

AUTALIC reveals that LLMs continue censoring community perspectives while missing instances
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of ableist speech, showing a major misalignment with community perspectives. This highlights

the importance of our work and the need for future research to continue improving data repre-

sentation for autistic and other neurodivergent communities, ultimately moving toward more

neuro-inclusive AI.

6.1 Summary of Recommendations

6.1.1 Chapter 1: Shifting the Lens: Digital Education for Neuro-
Inclusive Communication

• Develop technologies offering skills training, particularly those focusing on effective

communication, for everyone, not just autistic people, to promote more equitable social

interactions.

6.1.2 Chapter 2: Agentic Ableism: A Case Study of How Robots
Marginalize Autistic People

Autism-Inclusion Tips to Avoid Pathologization

• Consider that humans communicate and perceive the world in diverse ways, and those

differences are not deficits.

• Diversify the foundational work for your research studies by citing newer research pub-

lished in fields beyond medicine and psychology, such as Critical Autism Studies.

• Consider research directions promoting communication between different neurotypes in

a balanced manner instead of placing the burden entirely on autistic people to adapt to

different communication styles, such as the works of (Morris et al., 2023; Rizvi et al.,

2021).

Autism-Inclusion Tips to Avoid Essentialism

• Prioritize intersectionality in participant recruitment, research objectives, and data analysis.
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• Avoid ableist language and essentialist stereotypes such as the ones mentioned in Bottema-

Beutel et al.’s paper (Bottema-Beutel et al., 2021b). For example, referring to non-autistic

children as "typically developing.".

• Report participant demographics to help readers contextualize your findings.

Autism-Inclusion Tips to Avoid Power Imbalances — Part 1: Social Norms

• Consider community-based research collaborations in lieu of purely clinical collaborations.

• Reconsider diagnosis- or treatment-based research directions that prioritize clinical out-

comes.

• Identify the needs of autistic end-users through more user-centered design approaches

instead of making assumptions based on clinical literature.

Autism-Inclusion Tips to Avoid Power Imbalances — Part 2: Research Designs

• Avoid making assumptions about the abilities of autistic end-users in the study instruments.

• Prevent tokenization by giving autistic people decision-making power in the study design

without pressuring them to accept clinical applications.

• Increase collaborations with autistic researchers and include positionality statements to

contextualize the objectives and findings of the study.

Autism-Inclusion Tips to Avoid Power Imbalances — Part 3: User Interactions

• Promote user participation and conversational equity in human-robot interactions.

• Obtain feedback from autistic users on their preferences for different robot types and roles

such as bystanders or information consumers.

• Avoid creating user interactions that may compare autistic people to animals or other

non-human entities.
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6.1.3 Chapter 3: Navigating Neuro-Inclusive AI: The Perspectives of
Creators

• Consider success metrics that go beyond user satisfaction, and think more deeply about

the impact of our work on the lives of people we may inadvertently be marginalizing from

solely focusing on the needs of the majority.

• Critically examine the separation of what we consider to be "ethical" or "responsible" AI

from other forms of AI.

• Integrate ethics more thoroughly in our training of future AI creators, our evaluation of

current creators and leaders, and the standards we all must uphold.

• Foster diversity in teams and encourage greater community involvement in research studies.

• Give communities decision-making power while developing technologies that impact them,

so they are not treated as token minorities and are able to shape our work. This means

ensuring they have the power to change the design, implementation, and outcome of our

work instead of merely including their perspectives towards the end of the developmental

cycle.

6.1.4 Chapter 4: Annotator Perspectives on Refining the Data Annota-
tion Process

• Continue to explore the alignment of AI classifications with current community perspec-

tives to ensure these systems are more accurate.

• Examine the trade-off between preserving community perspectives while simplifying the

task for annotators to determine what aspects of the labels to preserve.

6.1.5 Chapter 5: Building a Foundation for Neuro-Inclusive AI Re-
search with AUTALIC

• Stay updated on the latest semantics by referring to the perspectives of autistic scholars,

activists, and organizations.

136



6.1.6 Defining Neuro-Inclusive AI

An approach to the design, development, and deployment of AI systems that explicitly de-

centers neuronormative benchmarks and challenges the goal of merely mimicking ‘humanness.’

Instead, it prioritizes understanding, accommodating, and empowering diverse neurotypes, such

as autism.

137



Bibliography

Juby Abraham, George Joseph Cherian, and N. Jayapandian. 2023. Systematic Review on
Humanizing Machine Intelligence and Artificial Intelligence. In 2023 Second International
Conference on Electronics and Renewable Systems (ICEARS). IEEE, Tuticorin, India, 1092–
1097. https://doi.org/10.1109/ICEARS56391.2023.10084943

Shilpa Aggarwal and Beth Angus. 2015. Misdiagnosis versus missed diagnosis: diagnosing
autism spectrum disorder in adolescents. Australasian Psychiatry 23, 2 (2015), 120–123.

Basma Alharbi, Hind Alamro, Manal Alshehri, Zuhair Khayyat, Manal Kalkatawi, Inji Ibrahim
Jaber, and Xiangliang Zhang. 2020. ASAD: A twitter-based benchmark arabic sentiment
analysis dataset. arXiv preprint arXiv:2011.00578 (2020).

Fatimah Alkomah and Xiaogang Ma. 2022. A literature review of textual hate speech detection
methods and datasets. Information 13, 6 (2022), 273.

Liesbeth Allein and Marie-Francine Moens. 2024. OrigamIM: A Dataset of Ambiguous Sen-
tence Interpretations for Social Grounding and Implicit Language Understanding. In Proceed-
ings of the 3rd Workshop on Perspectivist Approaches to NLP (NLPerspectives) @ LREC-
COLING 2024. ELRA and ICCL, Torino, Italia, 116–122. https://aclanthology.org/2024.
nlperspectives-1.13/

American Psychiatric Association. 2013. Diagnostic and statistical manual of mental disorders
(DSM-5®) (5th ed.). American Psychiatric Publishing, Arlington, VA.

DSMTF American Psychiatric Association, American Psychiatric Association, et al. 2013.
Diagnostic and Statistical Manual of mental disorders: DSM-5. Vol. 5. American Psychiatric
Association Washington, DC.

Panagiota Anagnostopoulou, Vasiliki Alexandropoulou, Georgia Lorentzou, Andriana
Lykothanasi, Polyxeni Ntaountaki, and Athanasios Drigas. 2020. Artificial Intelligence
in Autism Assessment. International Journal of Emerging Technologies in Learning (iJET)
15, 06 (March 2020), 95. https://doi.org/10.3991/ijet.v15i06.11231

Melissa Anderson-Chavarria. 2022. The autism predicament: Models of autism and their impact

138

https://doi.org/10.1109/ICEARS56391.2023.10084943
https://aclanthology.org/2024.nlperspectives-1.13/
https://aclanthology.org/2024.nlperspectives-1.13/
https://doi.org/10.3991/ijet.v15i06.11231


on autistic identity. Disability & Society 37, 8 (2022), 1321–1341. https://doi.org/10.1080/
09687599.2021.1900003

Hala Annabi. 2018. The Untold Story: The Masked Experiences of Women with Autism Working
in IT. In Proceedings of the 24th Americas Conference on Information Systems. AMCIS,
AIS, New Orleans, LA, 3346–3350. https://aisel.aisnet.org/amcis2018/SocialInclusion/
Presentations/13

Hala Annabi. 2023. Lessons from women coping with IT workplace barriers. In Handbook of
Gender and Technology, Missing Editor (Ed.). Edward Elgar Publishing, 328–350.

Hala Annabi and Jill Locke. 2019. A theoretical framework for investigating the context for
creating employment success in information technology for individuals with autism. Journal
of Management & Organization 25, 4 (2019), 499–515. https://doi.org/10.1017/jmo.2018.79

Hala Annabi, Krithika Sundaresan, and Annuska Zolyomi. 2017. It’s not just about attention
to details: Redefining the talents autistic software developers bring to software development.
In Proceedings of the 50th Hawaii International Conference on System Sciences (HICSS-50).
IEEE Computer Society, Waikoloa Village, HI, USA, 5501–5510. https://doi.org/10.24251/
HICSS.2017.667

Subini A. Annamma, David J. Connor, and Beth A. Ferri (Eds.). 2016. DisCrit: Disability
studies and critical race theory in education. Teachers College Press, New York, NY.

Maria Antoniak, Joel Mire, Maarten Sap, Elliott Ash, and Andrew Piper. 2024. Where Do
People Tell Stories Online? Story Detection Across Online Communities. In Proceedings
of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 1:
Long Papers). Association for Computational Linguistics, Bangkok, Thailand, 7104–7130.
https://doi.org/10.18653/v1/2024.acl-long.383

Krzysztof Arent, Joanna Kruk-Lasocka, Tomasz Niemiec, and Remigiusz Szczepanowski. 2019.
Social robot in diagnosis of autism among preschool children. In 2019 24th International Con-
ference on Methods and Models in Automation and Robotics (MMAR). IEEE, Międzyzdroje,
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Appendix A

Interview Study

Note: in attempts to avoid response bias, we have included extra questions in our surveys

and interviews.

A.1 Survey Instruments

A.1.1 Survey 1: Demographic Questions

1. What is your job official title?

2. What industry do you work in?

• Academia

• Industry

• Other:

3. Please specify the gender with which you most closely identify.

• Woman

• Man

• Non-binary

• Prefer not to answer
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• Prefer to self-describe:

4. What is your age?

• 18–22

• 23–30

• 31–40

• 41–50

• 51–60

• Over 60

• Prefer not to answer

5. Please specify your race/ethnicity.

• White

• Hispanic or Latino

• Black or African American

• Native American or American Indian

• South Asian

• Southwest Asian or North African

• East Asian

• Southeast Asian or Pacific Islander

• Prefer to self-describe:

• Prefer not to answer

6. Parental Status
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• I have or had children that I currently support and/or raise by myself, with a partner,

or as part of a team or family

• I do not have children that I currently support and/or raise by myself, with a partner,

or as part of a team or family

• Prefer to self-describe:

• Prefer not to answer

7. Marital status

• Single

• Common Law Marriage

• Married

• Separated

• Divorced

• Widowed

• Legal

• Prefer to self-describe:

• Prefer not to answer

8. 6-Question Disability Questionnaire

8.1. Are you deaf, or do you have serious difficulty hearing?

8.2. Are you blind, visually impaired, or do you have serious difficulty seeing, even when

wearing glasses?

8.3. Because of a physical, mental, or emotional condition, do you have serious difficulty

concentrating, remembering, or making decisions?
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8.4. Do you have serious difficulty walking or climbing stairs?

8.5. Do you have difficulty dressing or bathing?

8.6. Because of a physical, mental, or emotional condition, do you have difficulty doing

errands alone such as visiting a doctor’s office or shopping? (15 years old or older)

9. Sexual Orientation

• Asexual

• Bisexual

• Pansexual

• Gay

• Heterosexual

• Lesbian

• Queer

• Prefer to self-describe:

• Prefer not to answer

10. What is the highest degree or level of school you have completed?

• Some high school credit, no diploma or equivalent

• Less than high school degree

• High school graduate (high school diploma or equivalent including GED)

• Some college but no degree

• Associate’s degree

• Bachelor’s degree

• Advanced degree (e.g., Master’s, doctorate)
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• Prefer not to answer

11. Which one of the following includes your total HOUSEHOLD income for last year,

before taxes?

• Less than $10,000

• $10,000 to under $20,000

• $20,000 to under $30,000

• $30,000 to under $40,000

• $40,000 to under $50,000

• $50,000 to under $65,000

• $65,000 to under $80,000

• $80,000 to under $100,000

• $100,000 to under $125,000

• $125,000 to under $150,000

• $150,000 to under $200,000

• $200,000 or more

• Prefer not to answer

A.1.2 Survey 2

1. Imagine your team switches to a remote-optional work environment and now allows

your team members to have their videos off during meetings. How do you feel about

this new policy?

• Strongly Disagree

• Somewhat Disagree
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• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

2. Imagine your team does not allow people to have conversations in the open work

spaces, and requires them to use designated spaces. How do you feel about this change

in work policies?

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

3. Intersectionality impacts the work that I do.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

4. What is intersectionality? (please define in your own words)

5. It is my responsibility to support and advocate for recruitment and retention efforts

in programs and agencies that ensure diversity.

• Strongly Disagree
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• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

6. People who work in computer science-related fields should participate in educational

and training programs that help advance cultural competence within the profession.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

7. People who work in computer science-related fields should understand the culture of

computer science and its functions in human behavior and society, recognizing the

strengths that exist in all cultures.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

8. Because we live in the U.S., everyone should speak or at least try to learn English.

• Strongly Disagree

• Somewhat Disagree
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• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

9. In the U.S. some people are often verbally attacked because of their minority status.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

10. Illegal immigrants should be deported to their home countries.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

11. All people have equal opportunities in the U.S.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree
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12. Membership in a minority group significantly increases risk factors for exposure to

discrimination, economic deprivation, and oppression.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

13. In the U.S., some people are often physically attacked because of their minority status.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

14. Being lesbian, bisexual, or gay is a choice.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

15. The American dream is real for anyone willing to work hard to achieve it.

• Strongly Disagree
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• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

16. I sometimes litter.

• True

• False

17. I always admit my mistakes openly and face the potential for negative consequences.

• True

• False

18. In traffic, I am always polite and considerate of others.

• True

• False

19. I have tried illegal drugs (for example, marijuana, cocaine, etc.).

• True

• False

20. I always accept others’ opinions, even when they don’t agree with my own.

• True

• False

21. I take out my bad moods on others now and then.
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• True

• False

22. There has been an occasion when I took advantage of someone else.

• True

• False

23. In conversations, I always listen attentively and let others finish their sentences.

• True

• False

24. I never hesitate to help someone in case of an emergency.

• True

• False

25. When I have made a promise, I keep it–no ifs, ands, or buts.

• True

• False

26. I occasionally speak badly of others behind their back.

• True

• False

27. I would never live off other people.

• True

• False

186



28. I always stay friendly and courteous with other people, even when I am stressed out.

• True

• False

29. During arguments I always stay objective and matter-of-fact.

• True

• False

30. There has been at least one occasion when I failed to return an item that I borrowed.

• True

• False

31. I always eat a healthy diet.

• True

• False

32. Sometimes I only help because I expect something in return.

• True

• False

33. I am able to develop programs and services that reflect an understanding of the

diversity between and within cultures.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree
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• Strongly Agree

34. I feel confident about my knowledge and understanding of people with disabilities,

needs, traditions, values, family systems, and artistic expressions.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

35. I feel confident about my knowledge and understanding of African American and

African history, traditions, values, family systems, and artistic expressions.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

36. I feel confident about my knowledge and understanding of Middle Eastern (South

West Asian and North African) history, traditions, values, family systems, and artistic

expressions.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree
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• Strongly Agree

37. I feel confident about my knowledge and understanding of women’s history, traditions,

values, family systems, and artistic expressions.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

38. I feel confident about my knowledge and understanding of gay/lesbian/bisexual/transgender

history, traditions, values, family systems, and artistic expressions.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

39. I feel confident about my knowledge and understanding of Jewish history, traditions,

values, family systems, and artistic expressions.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree
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40. I am aware of ways in which institutional oppression and the misuse of power

constrain the human and legal rights of individuals and groups within American

society.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

41. I feel confident about my knowledge and understanding of Native American history,

traditions, values, family systems, and artistic expressions.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

42. I have the knowledge to critique and apply culturally competent and social justice

approaches to influence assessment, planning, access to resources, intervention, and

research.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree
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• Strongly Agree

43. I feel confident about my knowledge and understanding of Asian and Asian American

history, traditions, values, family systems, and artistic expressions.

• Strongly Disagree

• Somewhat Disagree

• Neither agree nor disagree

• Somewhat Agree

• Strongly Agree

A.2 Interviews

A.2.1 Interview 1

1. Tell me about a recent project you worked on where you built an AI system that others

would potentially use.

a. When did you know you’ve reached the end of the design process for your system?

i. When the current assignment is complete.

b. When did you know you’ve reached the end of the design process for your Robot/chatbot/AI

agent?

c. What was the overall purpose or objective for your system?

d. How did you decide the physical characteristics (including UI) of the bot?

i. What do you think would happen if you chose something else?

e. How did you decide the behavioral and conversational characteristics of the bot?

i. What do you think would happen if you chose something else?

2. What are the metrics you use for evaluating the performance of your system?
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3. How did you know that your work was effective? (ask if they created a solution to a

problem, otherwise skip).

a. Can you tell me about a time when a user interacted with your system and got

frustrated or upset?

b. What are some things that may make a user frustrated or not want to interact with

your system?

4. Can you walk me through how or why you chose this specific mode of user interaction to

reach your objective or solve your problem?

5. What real-world interactions can you think of that resemble your user interaction?

a. If they say no, ASK - Can you think of any other interaction that might be similar to

the interaction you developed?

b. What are the identities of the people in these interactions?

c. Explain the interaction for me.

i. What would it look like if one of the people was autistic/ADHD/dyslexic?

ii. How would the interaction change?

6. What behavioral or communicational changes could you make to the bot that would impact

the user’s interaction with the bot?

a. How would that be different with a person who is funny?

b. How would that impact the user’s interactions with folks who are and aren’t funny/don’t

use humor in interactions?

7. What conclusions would researchers who are building off of your work reach or assume

about human interactions, behavior, or AI? What about end-users? What conclusions

might they reach?
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a. What are the best practices in bot design you have learned in your work?

b. How do end-users’ interactions differ from those with other bots?

8. In your opinion, should we design chatbots, robots, or other AI agents to meet the needs

of various community groups?

a. Who are the people most likely to use your chatbot?

b. What would happen if someone from [specific group] used it?

c. What would happen if you adjusted the bot to work with multiple user groups? Or

specific user groups?

d. What kind of accessibility features did you consider in your chatbot?

e. Should we design for people whose mental and neurological abilities may be consid-

ered atypical such as folks with autism, ADHD, and dyslexia?

i. Limitations?

f. Should we design for different age groups?

9. Is there anything else you’d like to say or add in regards to your experience building AI

entities?

A.2.2 Interview 2

1. How would you describe your current professional position?

2. In your opinion, what experiences from your life greatly impacted or led you to your

interest in your current career?

3. What made you stay or continue to pursue your current career?

4. Tell me about a time when your personal background overlapped with your current position

or your work.
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Intersectionality Questions

1. Has an ism (e.g., racism, sexism, ableism, homophobia) ever impacted you during your

computer science journey?

a. Has an ism ever impacted you in your life?

b. If no, ask: At work, do you interact with a number of people who have a similar

racial, ethnic, or gender background as you on a regular basis?

2. In your opinion, what is intersectionality?

a. Has it ever impacted your work or research? If so, how?

3. Tell me about a time when you used or experienced intersectionality in your work/research.

a. If non-tech, let them provide it. If research-related, ask: Do you have any examples

related to your current position?

4. Tell me about a time when you used or experienced a push for inclusivity in your

work/research.

5. Tell me a time when intersectionality has impacted you at work.

6. Have you had any training in working with or building tools that support inclusivity?

a. If so, what did the training look like? Can you describe it?

b. Did it help you?

7. Have you had any support in working with or building tools that support inclusivity?

a. If so, what did the support look like? Can you describe it?

b. Did it help you?

Situational Awareness
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1. Suppose your new colleague shows up wearing headphones to a research conference and

continues wearing them even while presenting their work. How would you approach a

conversation with them?

a. What if your coworker mentions they’re wearing it because the room is too loud?

2. Imagine that your company celebrates its anniversary during Ramadan. Ramadan is a

Muslim holiday where Muslims refrain from eating and drinking from sunrise to sunset.

This year is their 50th anniversary, and the plan is to have a week full of free buffet-style

lunch and brunch banquets over the weekend. However, about three coworkers have

expressed concern that they won’t be able to fully participate due to the way things are

planned to happen.

a. What is the problem from the coworkers’ viewpoint?

b. How might this problem be solved?

3. Suppose your research assistant doodles during meetings, and your supervisor approaches

you about the lack of professionalism exhibited by your RA. How would you address this

situation?

4. Max and Alex are working on a research project and are expected to provide feedback to

each other to ensure the project stays on track. [Share a conversation transcript.]

a. Why is Alex responding this way?

b. Why is Max responding this way?

c. How might you respond as their supervisor?
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A.3 Guidelines Provided Overtime

A.3.1 Sentence-Level Annotation

We are annotating text extracted from human-robot interaction literature and social media

(Reddit, Twitter). The goal of this study is to classify sentences as either i) implicitly ableist or

ii) explicitly ableist iii) implicitly anti-autistic, iv) explicitly anti-autistic, v) not ableist, or vi)

needs more context and/or is irrelevant. You will see paragraphs and sentences extracted from

scientific literature focusing on robotics for autism published in conferences and journals, and

interactions between anonymous social media users. These sentences may or may not contain

ableist content.

Defining Ableism According to the Center for Disability Rights (emphasis added by us):

Ableism is a set of beliefs or practices that devalue and discriminate against people with

physical, intellectual, or psychiatric disabilities and often rests on the assumption that disabled

people need to be ‘fixed’ in one form or the other.

Neurodiversity vs. Neuroableism

We center neurodiversity in our work, which means we acknowledge that humans have

different ways of thinking, communicating, and experiencing the world, and that these differences

are valid forms of human diversity.

The belief that autistic people are “deficient” in certain skills is rooted in eugenicism

and dehumanizing research originating in Nazi Germany, and contradict neurodiversity by

promoting neuroableism, or the belief that neurotypical people are “normal”, and people with

various neurological differences such as autism, ADHD, or dyslexia are “abnormal”. Such

understandings may result in researchers studying autism as a “disorder” that needs to be

diagnosed, treated, prevented, or cured. This work is ableist because it expects autistic people

to be “fixed” by changing their communicational styles and behaviors to adapt to neurotypical

social norms.
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Not-Ableist (Round 1-3)

These sentences may be entirely unrelated to autism or disabilities, or be written by an

autistic person reaching out for help and support.

1. Using medical terminology in a more personal manner (e.g. ‘I need therapy’).

2. Discussions + suggestions from neurodivergent people (community-generated discus-

sions).

3. General discussions of the medical processes (unrelated to neurodivergence).

4. Example: “I am autistic”, “As an autistic person, I think . . . ”

Implicitly Ableist (Round 1-3)

Critical disability theory (CDT) is a framework centering disability which challenges

the ableist assumptions present in our society. Using this theory, we define “implicitly ableist”

content as:

1. Making assumptions about a disabled person’s abilities that would not be made about an

able-bodied person.

2. “Inspiration porn” → looking at disabled people as “inspiration” for able-bodied people

3. Using condescending language such as saying a disabled person “suffers” with their

disability

4. Infantilizing disabled people by portraying them as unable to make their own decisions, or

“innocent” and “pure”

5. Example: “She is confined to a wheelchair”, “it must be awful living with bipolar disorder”
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Implicitly Anti-Autistic (Round 3)

For the purposes of this study, we are applying a critical disability framework and

classifying any sentences that describe autism using medical terminology such as an “illness” or

“disease”, or focus on clinical applications such as “curing” or “diagnosing” autism as implicitly

ableist. These works are considered “implicitly ableist” as they do not use explicitly violent

language or slurs, but still may be considered offensive according to critical autism theory.

• Using medical terminology to describe autism (e.g. saying its a “disorder”) E.g., referring

to autism as a public health crisis.

• Using language that may promote the infantilization or pathologization of autistic people

• Using words like “typically developing” to refer to non-autistic people.

• Saying autistic people have ‘atypical behavior’.

• Ableist jokes using medical terminology (e.g. “It cured every disease, but was it’s own

cancer.”)

• Other anti-autistic language (from the Bottema-Beutel paper) Example: “I am so proud

of my autistic son for baking this cake”, “even though she is autistic, she is a very good

salesperson”

Explicitly Ableist (Round 1-3)

Sentences using slurs for disabled people such as: retard, lame, insane, deluded, moron

Explicitly Anti-Autistic (Round 3)

This category includes sentences that dehumanize autistic people (e.g. by comparing

them to animals or non-living things), containing ableist slurs such as the r-word, other anti-

autistic language that promotes negative stereotypes, or expressing negative emotions such as

fear, disgust, or hatred toward autistic people. Slurs like the r-word specifically aimed at autistic

198



people: Crazy, Delusional, Deranged, Dumb, Handicap, Idiot, Insane, Maniac, Moron, Madness,

Stupid, Wheelchair bound, Differently abled, Handicapable, People with abilities, Special needs

(source) Saying phrases like “autism intensifies” Using “autistic” as an insult (e.g. “that’s so

autistic”)

Unrelated/Needs More Context (Round 1-4)

This category includes text that is completely unrelated to disabilities, needs more context,

and/or contains forms of media other than text. Examples include: tweets with images, ACM

CCS categories, etc. Examples:

Not a sentence: “Keywords— Socially assistive robots; Affective robots; ASD; Autism; Devel-

opmental ability; Mullen; ADOS”

Includes non-text media: “@RonTerrell http://twitpic.com/3iqv9 - I wish I was there it looks

like fun.”

Needs more context: “You mean a walk won’t cure an abscess in her mouth?”

A.4 Glossary

An excerpt of our glossary developed as a result of annotators feedback is shown below

in Table B.2.
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Table A.1. Glossary of Terms

Term Definition
Autism Speaks Controversial group promoting autism ‘awareness’, some autistic people it

should be considered a hate group
ASD Autism Spectrum Disorder
DSM-V The Diagnostic and Statistical Manual of Mental Disorders, 5th Edition

published by the American Psychiatric Association (used to diagnose autism)
AuDHD Having a combination of autism and ADHD
Au, Âû Used by autistic individuals to self-identify as autistic
ND Neurodivergent or neurodiverse
NT Neurotypical
Allistic Non-Autistic
Aspie Someone with Aspergers (outdated term, considered offensive unless it is

being used to self-identify)
Autie Autistic
Autism mom, dad,
or parent

A parent or caregiver of an autistic individual

Dx Diagnose
Martyr mom or
parent

A parent using their child’s autism to gain sympathy, attention, etc.

self-Dx Self-diagnose
OT Occupational therapist
AA Actually autistic
ABA Applied Behavioural Analysis, controversial treatment for autism that has

been linked to PTSD in autistic individuals
Masking Suppressing behaviors such as stimming to appear neurotypical
SPD Sensory processing disorder
Stimming, stim Repetitive actions such as hand-flapping and singing used for self-soothing
Functioning label Outdated and offensive way to describe the ‘severity’ of someone’s autism
Echolalia Repeating sounds, words, or phrases, often unintentionally
Co-morbid Having more than one medical condition together
CW/TW Content warning, trigger warning tags. Often used in discussions where the

content may be graphic or sensitive in nature
ED Executive dysfunction, such as challenges with planning, time management,

organization, and completing tasks often experienced by ND individuals
IFL/PFL Identity-first language or people-first language. Autistic individuals may

prefer IFL (i.e. saying ‘autistic person’ instead of ‘person with autism’
RSD Rejection sensitivity dysphoria, sensitivity to rejection often experienced

by ND individuals
2e Twice exceptional: an ND individual who is also considered ‘gifted’
AAC Augmentative & Alternative Communication: ways to communicate besides

speaking
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Appendix B

AUTALIC

B.1 Guidelines for Responsible Use

B.1.1 Purpose and Scope

This dataset has been curated to aid in the classification and study of anti-autistic ableist

language in a U.S. context using text from Reddit. It aims to support research and educational

endeavors focused on understanding, identifying, and mitigating ableist speech directed at autistic

individuals, while moving away from mis-classifying any speech related to autism or disability

as toxic.

B.1.2 Applicability and Cultural Context

U.S.-Specific Results: The language examples and classification models in this dataset

are primarily reflective of usage and cultural nuances in the United States. As a result, the dataset

and any models developed from it may not be fully accurate or generalizable for other countries

or cultural contexts.

Data Curation: The data included in this has been taken solely from posts and comments

on Reddit and may not represent autism discourse on other platforms and in other contexts.

Contact for Latest Version: Language evolves over time. For the most up-to-date

version of the dataset, or on more information on when the dataset was last updated, please

contact the first author.
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B.1.3 Access and Security

Password Protection: The dataset is password-protected to prevent unauthorized or

automated scraping (e.g., by bots). While the password is publicly available as of this publication,

it may require prior approval in the future as needed to ensure reponsible use.

Secure Storage: Users are expected to maintain secure protocols (e.g., encryption,

controlled access) to prevent unauthorized sharing or leaks of the dataset. The dataset may not

be shared without consent of the authors.

B.1.4 Permitted Uses

Free Use for Scientific Research: The dataset is publicly available without charge

for legitimate scientific, academic, or educational research purposes, subject to the restrictions

outlined below.

Academic and Non-Profit Contexts: Users in academic, research, or non-profit institu-

tions may incorporate the dataset into studies, presentations, or scholarly articles, provided they

follow these guidelines and appropriately cite the dataset and its authors.

B.1.5 Prohibited or Restricted Uses Commercial Use:

Commercial use is not authorized without explicit written permission from the dataset

authors. If you wish to incorporate the dataset into commercial products or services, you must

obtain approval in advance.

Automated Content Moderation: Using the dataset to develop or deploy automated

content moderation tools is not authorized without prior approval from the authors. This

restriction helps ensure that any moderation system is deployed ethically and with proper

considerations for context and language evolution.
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B.1.6 Ethical Considerations and Privacy

Respect for Individuals and Communities: Users must handle the dataset with an

understanding of the impacts of ableist language on autistic communities. The dataset’s examples

are provided solely for research and analysis and must not be used to perpetuate or normalize

ableist attitudes, or to scrutinize or attack any individual annotators or original posters. This

work is not intended as an ethical judgment or targeting of individuals, but rather an effort to

improve AI alignment with the perspectives of autistic people.

Citations and Acknowledgements: When publishing findings, users should cite this

dataset, acknowledging the work of its authors and the communities that provided the materials

or data.

Compliance with Regulations: Researchers must comply with all relevant local, na-

tional, and international regulations and guidelines relating to data privacy and human subjects

research where applicable.

B.1.7 How to Request Approval

Commercial or Moderation Use: If you intend to use the dataset for commercial

purposes or automated content moderation, please submit a formal request, detailing:

• Project objectives

• Potential for data use and distribution

• Mechanisms to ensure ethical application and protection of the data

• The impact of the project, and its target end-users

Contact the First Author: All requests and inquiries should be directed to the first

author, as listed in the dataset documentation or project website, available here: [REDACTED

FOR PRIVACY]
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B.1.8 Liability and Disclaimer

The dataset is provided “as is,” without any guarantees regarding completeness, accuracy,

or fitness for a particular purpose, especially outside of the U.S. context, for multi-media posts,

or discussions on other platforms outside of Reddit.

User Responsibility: Users bear the responsibility for ensuring their use complies with

these guidelines, as well as any applicable laws and ethical standards.

By accessing and using this dataset, you acknowledge that you have read and agreed to

these Guidelines for Responsible Use, and that you understand the conditions under which the

dataset may be utilized for your research or projects.

B.2 Annotator Orientation

B.2.1 Introduction

This subsection provides an overview of the annotation orientation session conducted for

AUTALIC. The goal is to ensure annotators understand the history and contemporary examples

of anti-autistic ableism, the importance of neurodiversity, and the different ways in which anti-

autistic speech may manifest in text. Given the sensitive nature of this work, annotators are

advised that they may encounter discussions involving ableist language, violence, self-harm, and

suicide mentions.

B.2.2 Understanding Anti-Autistic Ableism

Anti-autistic ableism is the discrimination and devaluation of autistic individuals based

on neuronormative standards. A striking example includes cases where caretakers harm autistic

individuals due to societal stigma of Mourning (2024). The historical roots of such bias date

back to Nazi-era eugenics research, where Hans Asperger categorized autistic individuals as

either “useful” or “unfit,” reinforcing a harmful hierarchical perception of autism Furfaro (2018).
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Neuronormativity

Neuronormativity is the societal belief that neurotypical cognition is the default and

that neurodivergence is an abnormality Huijg (2020). This belief system marginalizes autistic

individuals and contributes to discrimination in various aspects of life, including education,

employment, and social interactions.

Deficit-Based Approaches and Their Harms

Traditional medical models frame autism as a disorder requiring intervention or treatment

Kapp et al. (2013); Kapp (2019). This perspective has led to:

• Increased exposure to violence and self-harm risk

• Social exclusion and stigmatization

• Internalized ableism and lower self-esteem

Benevolent Ableism

Benevolent ableism refers to actions or attitudes that, while seemingly supportive, rein-

force autistic individuals as “less than” neurotypicals Nario-Redmond et al. (2019). Examples

include organizations like Autism Speaks, which promote awareness campaigns that fail to center

autistic voices Rosenblatt (2022). The use of symbols such as the puzzle piece is an example of

this issue, as it implies that autism is a mystery to be solved rather than a valid identity.

B.2.3 The Neurodiversity Movement

The neurodiversity paradigm challenges the medical model by recognizing neurological

variations as a natural and valid part of human diversity Walker (2014). Symbols such as the

rainbow infinity sign inspired by the LGBTQ Pride flag have emerged from within the community

to counter external narratives that frame autism as a deficit Kattari et al. (2023).
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Community Perspectives

Autistic individuals often reclaim language and challenge neuronormative narratives.

Important considerations for annotation include:

• Identity-first language (e.g., “autistic person” instead of “person with autism”) is preferred

by the majority of autistic adults in the United States Taboas et al. (2023)

• Community-adopted terminology such as Aspie (a self-identifier used by some autistic

individuals)

B.2.4 Annotation Tasks and Procedures

In this section, we provide an overview of the annotation task along with video examples

of the process.

Common Annotation Challenges

Annotators should exercise careful judgment when evaluating phrases. For example:

• Statements such as “That’s so autistic” require contextual interpretation.

• The phrase “This vaccine causes autism” is categorized as ableist due to its history in

promoting autism stigma.

• The subtle difference between “I am not autistic” and “At least I am not autistic” changes

the meaning and must be carefully assessed.

B.2.5 Ethical Considerations and AI Bias

Challenges in Hate Speech Detection

Research indicates that many existing AI models misclassify disability-related discourse

as toxic, even when the content is neutral or positive Narayanan Venkit et al. (2023); Venkit et al.

(2022); Gadiraju et al. (2023a); Gama (2024). Specific issues include:
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• AI models exhibit over-sensitivity to disability-related discussions, frequently labeling

them as harmful.

• AI models are more confident in detecting ableism when using person-first language (e.g.,

“ableist toward autistic people”) than identity-first language (e.g., “anti-autistic”). *

*these are results from our preliminary study

Project Overview

This project seeks to mitigate biases in AI hate speech detection by:

• Training models using annotations informed by the neurodivergent community.

• Ensuring that AI does not misclassify community discourse as hate speech.

• Recognizing the distinction between hate speech and reclaimed terminology within the

autistic community.

B.2.6 Resources

In this section, we provide resources such as our guidelines that contain a glossary to refer

to or modify as needed. The terms in the glossary are those commonly used in neurodiversity

discourse online.

B.2.7 Conclusion

The annotation orientation session is designed to equip annotators with the necessary

knowledge to responsibly and accurately classify anti-autistic hate speech. By following the

annotation guidelines and considering the broader socio-historical context, annotators contribute

to the development of AI models that better serve neurodivergent individuals.

B.3 Search Keywords

This list of terms in Table B.1 were used to identify target sentences on Reddit. The

number of target sentences containing each term is included.
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Word Sentence Count

autis* 1,221
ASD 226

disabilit* 184
aspergers 173

ABA 167
neurotyp* 158

aspie* 144
neurodiver* 103

AuDHD 99
disable* 93

autism speaks 66
stupid* 56

a11y 34
NT 27

retard* 25
idiot* 18

actually autistic 13
autism intensifies 6

ND 5
autie* 2

Table B.1. The keywords included in our Reddit search and the number of sentences containing
each term in the AUTALIC dataset.
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B.4 Glossary (Excerpt)

Below is an example of terms in our glossary. To view the full glossary, contact the

first-author of this paper. This resource was created in collaboration with our annotators to define

unfamiliar terms such as slang, medical abbreviations, laws, and other specialized language that

they may encounter during the annotation process. In total, it contains 34 words.

Term Definition
AuDHD A combination of autism and

ADHD Owens ([n. d.]).
Au, Âû Used by autistic individuals to

self-identify as autistic Union
(2012).

ND Neurodivergent, neurodiverse,
or neurodiversity Greally
(2021a)

Table B.2. Glossary of specialized terms used during annotation.

B.5 Challenging Cases

Here, we show examples of sentences with high disagreements among our annotators,

along with their own notes on the aspects of each sentence that made it difficult to classify:

Example 1

“ABA can be very beneficial to low-functioning autists who can’t speak, use the
bathroom, perform basic tasks, etc.”

Promotes ABA and the “low-functioning” designation. Example 2

“Autism can also lead to social issues like the autistic person saying the wrong
thing at the wrong time with absolutely no utility involved.”

Judgment that the autistic way is socially wrong.

Example 3

“Autism or ADHD or otherwise, you still have to learn basic etiquette.”
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Specific to cultural context: Implies NT (neurotypical) etiquette is required, but no expectation

for NT to learn ways of relating that are natural to autistic people.

Example 4

“Basically, right after doing so much research, integrating with the autistic com-
munity, and accepting ASD as a part of myself, I was back to square one—left
feeling like an idiot and immensely confused.”

Slur against cognitive/intellectual disability, negativity associated with autistic identity, and

medicalization of identity.

B.6 Self-Agreement Scores

In preliminary studies, we examined different labeling schemes for this task to identify

the most efficient and effective annotation strategy. Our experiments revealed high levels of

self-disagreement among annotators, as shown in Figure B.1. The observed scores (M = -0.06,

SD = 0.06) highlight the difficulty of the task and provide a meaningful baseline for comparison.

Notably, our own annotation scores for AUTALIC were higher (M = 0.21, SD = 0.09), suggesting

major improvement.

B.7 Annotation Platform

Figure B.2 shows an example of an annotation task on our platform with contextual

sentences.
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Figure B.1. The self-agreement scores among annotators in a preliminary study highlight the
difficulty of this task.

Figure B.2. An example of an annotation task on our platform containing the target sentence
(green) and contextual sentences (white).
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